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Abstract 

 

The Word Wide Web is becoming one of the most preferred and widespread mediums 

of learning. Most of the current web-based educational systems are still delivering the 

same navigational options for all students regardless of their navigational history. 

Having no dedicated guidance to students during their browsing for a web-based 

hypermedia will limit their capability of engaging and experiencing the most of the 

material published in the hypermedia. 

The aim of this thesis is to utilize the usage data resulted from past students’ interaction 

with an online educational hypermedia in order to discover interesting patterns from 

these data. These patterns are used to personalize and organize the hypermedia system 

according to each student’s browsing history. 

This research presents a hybrid data mining approach to provide topic related 

recommendations for students based on past navigational data of other students. This 

approach combines clustering, frequent pattern mining, and association rules in order to 

discover frequent patterns in clusters of students’ navigational paths and exploit these 

patterns in the recommendation process. 

The approach has been tested on log files produced after a group of students navigated 

an online Java Tutorial hypermedia system. The experiments revealed that the proposed 

approach has the ability to recommend topic related links for students navigating the 

hypermedia. Furthermore, the proposed approach proved that a clustering process 

introduced before applying the association rules process would generate links that have 

higher confidence i.e. better recommendations. 
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1. Introduction 

1.1. Overview 

Adaptive Web is a dynamic field with an expansive range of diverse outcome and a 

promise to solve and improve several web personalization needs. Applying web 

personalization to educational hypermedia is very useful since E-learning environment 

is spreading widely without paying much attention to the specific students’ needs and 

how it might affect them. 

Online hypermedia users leave a track for every hit they generate while navigating the 

hypermedia. Log files store every hit generated by every user. The analysis of log files 

data is part of web usage mining. This will enable recommending useful and topic 

related links depending on past users navigation history through the hypermedia. 

In this thesis a hybrid data mining approach is presented. This approach combines K-

means clustering, Apriori algorithm for frequent pattern discovery and association rules 

to build a recommender engine. This engine will first reduce the size of data where 

frequent patterns are discovered and then the frequent patterns are exploited to 

recommend links for students. 

The proposed recommender engine is implemented on a set of students’ navigational 

paths where students are clustered and frequent patterns are discovered in each cluster 

in order to be used in the recommender engine. To validate this approach, a testing 

phase is implemented where a set of students’ navigational paths are applied to the 

suggested recommender engine and the recommendations are compared with the actual 

students’ visits. 
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1.2.  Problem Definition 

E-learning is a new trend of educational systems that emerged after the growth in 

information technology use and the spread of internet based technologies. E-Learning is 

a revolution started to appear two decades ago, and it kept evolving (Mustapasa, et 

al.,2011). Nowadays, different types of E-learning exist. The focus of this study will be 

on online hypermedia courses, which is also called web-based educational systems. 

This type of E-learning is massively used nowadays due to the growing amount of 

tutorials and books published online. 

The vast amount of information provided in such educational systems resulted in the 

need to aid students find specific, relevant, and precise information that match their 

individual goals, interests and knowledge. In brief the issue is not to provide students 

with access to educational courses online, but to personalize it to their individual state 

of mind. 

Without individual guidance, students will be dealing with the complexity of 

navigational possibilities embedded in the educational hypermedia systems that will 

result in student disorientation while using the website for achieving the final learning 

goal. In addition, going through different pages without having the correct guidance 

will result in cognitive overload for the students using this system. 

Recommender systems have become powerful tools in many domains from E-

commerce to digital libraries and knowledge management. Some recommender systems 

have also been applied to Adaptive Web-Based Educational Systems (AWBES) for 

recommending lessons (learning objects or concepts) that students should study next or 

for providing courses recommendation about courses offered that contribute to the 

student’s progress towards achieving their learning goals. 
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1.3.  Motivation 

Adaptive Web-based Educational Hypermedia System (AWEHS) is an alternative to 

the traditional “one size fits all” approach in the development of web based educational 

courses (Brusilovsky, 2003) Adaptive hypermedia systems in general attempts to 

deliver personalized content to the user, based on information accumulated about this 

user and other users who visited the same website.  

In web-based educational hypermedia system, the adaptation space can be limited since 

online hypermedia systems contain only web pages. Each page contains links and 

information, so the adaptation can be either in content and it’s called adaptive 

presentation or in links and it is called adaptive navigation support as distinguished by 

(Brusilovsky,1996) . 

Adaptive navigation support is also called recommendation system. Such systems 

became powerful tools in different domains especially in E-Commerce and digital 

libraries like Amazon.com (Mobasher, 2007). These systems when applied to 

educational web-based hypermedia will provide guidance to students dealing with too 

many choices and complex navigation structure. 

 This study will demonstrate how link recommendation can be helpful to guide students 

through educational websites and allow them to achieve the task in mind by 

recommending the next useful page(s). 

 

1.4.  Proposed Technique 

This study is conducted on data collected from log files resulted from students 

accessing a web-based java tutorial uploaded on a server and accessed by second year 
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students, who are studying object oriented programming courses at King Abdullah II 

School for Information Technology (KASIT) at Jordan University (JU). 

We have obtained 7853 records that represent 438 students visiting 195 hypermedia 

pages. These students are clustered according to page/user visit matrix build at the data 

preparation phase. After students clustering, Apriori frequent pattern mining algorithm 

is applied to discover frequent patterns in each cluster of students, these two steps are 

performed offline. The recommendation process happens online, when a new student 

visits the website, his/her prior pages visited are extracted and used to classify the new 

student into one of the clusters obtained. The links recommended for this student are 

extracted from the frequent patterns discovered for the matched cluster. 

The collected data is divided into a training data and testing data. The training data is 

used in the clustering and pattern discovery phase, and then the testing data is used to 

resemble online users and to test the proposed approach and its validity. 

 

1.5.   Organization of the Thesis 

The thesis will be organized as follows, chapter two introduces the literature review 

and the related work to this research. Chapter three describes the proposed technique 

of link recommendation. The experimental results and study analysis outlined in 

chapter four. Finally, the conclusion and the future work are presented in chapter five.  
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2. Literature Review 

 

The research described in this thesis is an intersection of several research areas, 

including, web personalization, web data mining, and adaptive web-based educational 

hypermedia. Each research area is discussed in this chapter in order to understand the 

proposed links recommendation technique in this thesis. 

 

2.1.  Web Personalization 

Web personalization can be defined as the ability to tailor and adjust the content or 

presentation of a web-based system, by inferring what a user requires based on previous 

and current interaction of a user and possibly other users with the system (Mobasher, 

2007). 

In today’s world of information overload, many technologies are developed and used to 

organize and filter the data according to users’ interests that will result in making user 

visit to a website more engaging (Sakkopoulos, et al., 2010). 

Web personalization has been applied in different domains including digital libraries, E-

learning, E-commerce, and search engines (Gao, et al., 2010). Personalization 

objectives differ from one domain to another, for example personalizing E-commerce 

websites aims to earn customers loyalty and win new customers. While in personalizing 

E-learning systems, the objective of personalization is to guide students through the 

website in order to achieve their learning objectives and meet their needs. Personalizing 

educational websites is the domain being investigated in this thesis. 
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In order to understand the term web personalization, two terms needs to be 

distinguished which are, personalization and customization that sometimes confuses the 

reader. Personalization and customization both refer to the ability to provide a user with 

tailored content or presentation of a website. The two notions can be discriminated by 

who controls the adjustment decision in the hypermdia content or presentation 

(Mobasher, 2007). 

In customization the user is in control of specifying his preferences by using manual 

configuration provided by the website, MyYahoo is an example of such website. In 

personalization, user preferences and interests are inferred and updated by the system 

with possible use of other users’ information and without explicit control by the user, 

such as Amazon.com website (Mobasher, 2007). 

To make web personalization possible, information about individual users are essential 

in order to perform the personalization or adaption of a hypermedia system. The process 

of collecting and maintaining up to date information about users’ preferences, interests, 

and interaction with the website is called user modelling (Brusilovsky, et al., 2007).  

User profile or user model is resulted from user modelling process. User profile is a key 

element for web personalization. It is the place where individuals’ information is stored, 

such as his personal information (e.g. gender, age), his usage behaviour, his interests, 

and intuitions (Gao, et al., 2010) depending on the approach of personalization applied 

in the website. These user profiles are used by the website in attempt to satisfy users’ 

future needs, interests and predict what the appropriate next link to visit while 

navigating the website. After all, personalization can be viewed as prediction problem. 

The data stored in user profiles can be collected in two ways, either explicitly or 

implicitly (Sakkopoulos, et al., 2010). 
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 Explicitly collected user information: it requires users’ direct participation like 

asking the user to fill up survey forms, rate items, or even provide personal 

information while interacting with the website. 

 Implicitly collected user information: it requires the system to collect user 

relevant data. The system collects data by monitoring users’ behaviour while 

they navigate through the website. In this way the system will be able to track 

all users’ historical browsing habits. 

After collecting the data needed for personalization, different techniques used to apply 

the personalization on websites and will be elaborated in the last section of this chapter. 

Web personalization is viewed as an application of data mining (Mobasher, 2007). Data 

mining techniques are applied on data collected from users’ interaction with a website. 

For that reason the term web mining emerged. The goal of web mining is to gain better 

understanding of their visitors and efficiently organize the website 

Since user profile stores information about user interaction with the hypermedia, and 

since the hypermedia is adapted according to these profiles, that means web usage 

mining will be the type of web mining that is used in this research. 

A discussion of web mining in general and web usage mining in particular is provided 

in the next section of this chapter. 

 

2.2.  Web Data Mining 

As mentioned in the previous section, we are interested in web mining since we will be 

discussing web-based educational systems adaptation. Different techniques of data 

mining are applied in web-based educational systems like clustering, classification, 
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association rules, and sequential pattern mining. For further applications about other 

applications refer to (Romero, et al.,2007). 

Web mining extracts knowledge from website data collected using log files or collected 

in a specific structure implemented by the designer (Romero, et al.,2007). Web mining 

can be categorized into three different categories based on which part of the web to 

mine: web structure mining, web content mining, and web usage mining. 

 Web structure mining: 

 In this category of data mining we are interested in the structure of hyperlinks 

within the website itself. It can be used to generate information such as the 

similarity between different websites (Kosala, et al.,2000). 

 Web content mining: 

This category of web mining extracts or discovers knowledge from web page 

contents (Liu, 1998). It can be used to classify web pages according to their 

topic automatically. 

 Web usage mining: 

Web usage mining can be defined as the discovery and analysis of patterns in 

data collected from users’ interactions with the website (Mobasher, 2007).  

The overall process of web personalization based on web usage mining 

generally consist of three phases (Romero, et. al., 2007b ): 

1. Data preparation. 

2. Pattern discovery. 

3. Link recommendation. 

The first two phases are performed offline, while the last phase is performed online. 

An explanation of each phase activities is presented below. 
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1. Data pre-processing. 

In this phase web log files, that contain usage data produced from students’ 

navigating the website, will be transformed into appropriate format to be 

used in the second phase. 

Data pre-processing can be decompose into two main steps with subtasks 

contained in each step as follows (Raju, et al., 2008): 

1. Web log files cleansing 

1.1. Attributes filtering 

1.2. Records filtering 

2. Identification 

2.1. User identification 

2.2. Page identification 

2.3. Session identification 

2. Pattern discovery. 

This phase uses one or combination of data mining techniques, such as 

clustering, association rule mining, and sequential pattern mining in order to 

find frequent patterns of pages visited by a student. 

3. Link recommendation. 

Links are recommended using discovered patterns from the previous phase. 

It will provide hyperlinks connecting the current page to other related pages 

based on different students’ navigational paths. 

There is an increasing interest in applying data mining techniques on educational 

systems (Romero, et al., 2009). In traditional learning environment, the learning process 

involves observing and interacting with students to estimate the effectiveness of the 

learning process (Romero, et al., 2007a). 

A
ll 

R
ig

ht
s 

R
es

er
ve

d 
- 

L
ib

ra
ry

 o
f 

U
ni

ve
rs

ity
 o

f 
Jo

rd
an

 -
 C

en
te

r 
 o

f 
T

he
si

s 
D

ep
os

it



10 
 

 
 

In e-learning environment there is less face-to-face communication between the student 

and the teacher, hence data mining techniques were combined with web-based 

educational systems to advice and manage students’ way of navigation through online 

material (Mustapasa, et al., 2011). 

Data mining techniques facilitate and enhance the learning process as whole, for both 

students and educators. Figure 1 illustrates the affect of applying data mining in 

educational systems on the learning process as whole. 

 

Figure 1: The cycle of applying data mining in educational systems (Romero, et al., 2007a) 

 

There are different web mining techniques applied to educational systems cited in 

(Romero, et al., 2007a), such as clustering and classification techniques, association 

rules discovery, and frequent pattern mining.   
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2.3.  Adaptive Web-based Educational Hypermedia Systems (AWEHS) 

Adaptive Hypermedia (AH) research area emerged after the maturity of two research 

areas: Hypermedia and User Modelling. When this area of research came into view, it 

belonged to adaptive software research area (Brusillovsky, 2001).  

The need to have adaptive hypermedia systems became visible after the growth in use 

of hypermedia. One limitation of static hypermedia systems is that it does not meet the 

needs of various users’ interests, in contrary; it provides the same content and links of 

web pages to all users. 

With the diversity and increasing number of hypermedia users, it is obvious that these 

systems will have the inability to be “all things to all people” in other words it will not 

satisfy the audience demands. For example, a newspaper website will recommend the 

same set of articles to readers with different reading interests. 

To solve the above mentioned weakness point in hypermedia systems, adaptive 

hypermedia approach was developed. It is an alternative to the traditional “one size fits 

all” approach (Brusilovsky, 2001)  

In first years of researching in this new area, the term Adaptive Hypermedia System 

(AHS) has been defined by one of the pioneer researchers in the field of adaptive 

hypermedia called Brusilovsky. He defined AHS as “all hypertext and hypermedia 

systems which reflect some features of the user in the user model and apply this model 

to adapt various visible aspects of the system to the user” (Brusilovsky, 1996). 

By this definition he articulated three criteria that must be in a system, in order to be 

considered an adaptive hypermedia system. These three criteria are: 

1. The system should be hypertext or hypermedia. 
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2. The system should have a user model. 

3. The system should be able to adapt the hypermedia using this model. 

 

2.3.1. Where and why adaptive hypermedia systems can be helpful 

AHS are used in different areas, like online information retrieval systems, educational 

systems, and more. 

The area that we are investigating in this thesis is educational systems. Adaptive 

Educational Hypermedia is a reasonably mature field of study (Brusilovsky, 2003), 

looking at the researches published and practical systems developed in the past two 

decades proves the rapid evolving research in this area of adaptive hypermedia systems. 

The introduction of web-based learning and online tutorials and websites was the 

driving force behind the maturity of educational hypermedia. 

The introduction of e-learning in general was behind having massive amount of 

educational resources available to students, and that will result in cognitive overload 

and disorientation in students thinking. Adaptive Educational Systems will help 

students and guide them through a better learning experience. 

 

2.3.2. Features affects the adaption decision 

In AHS, the adaption decisions are based on taking into consideration various aspects 

like, user characteristics, behaviour or even the environment they work in. In the early 

researches done on AHS, the adaption to what section, exclusively focused on user 

characteristics and as AHS has been thoroughly researched, other elements came into 

view and can be used in the adaption decision. 

A
ll 

R
ig

ht
s 

R
es

er
ve

d 
- 

L
ib

ra
ry

 o
f 

U
ni

ve
rs

ity
 o

f 
Jo

rd
an

 -
 C

en
te

r 
 o

f 
T

he
si

s 
D

ep
os

it



13 
 

 
 

Kobsa (1999) suggested in his paper that we can distinguish the factors effecting 

adaption decision into three different categories: 

1. User characteristics. 

2. Usage data. 

3. Environment data. 

The third category is relatively new kind of adaption, where the new technologies 

emerged were the driving force behind its appearance. 

Other researchers have different naming for these categories, for example in (Martins, 

et al., 2008) they divided the adaption to what section into two models that corresponds 

to the above first two categories. 

1. User model 

2. Interaction model. 

Models are built based on these data, and used to personalize educational websites for 

students’ uses. 

 

2.3.3. What can be adapted 

The adaption space in web-based educational hypermedia is limited. What can be 

adapted? Means what features of the system differs for different users. 

Hypermedia systems consist of connected pages, each page contain information and 

links to related pages in the system, for that reasons, the features that can be adapted are 

limited to two distinct areas (Brusilovsky, et al. 2003): 
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 Adaptive presentation (content –level adaption): it adapts the content of the 

website to the user’s goals, knowledge and other information stored in the user 

model. 

 Adaptive navigational support (link level adaption): it supports student 

navigation in the website by changing the appearance of visible hyperlinks. 

 

This thesis will investigate the second area of adaption, where new links will be 

recommended to students according to their past navigational path. 

There is a lot of adaptive educational hypermedia systems developed since 1996 

(Brusilovsky, 2001), such as AHA (De Bra, et al., 1998), InterBook, medtach, 

Metalinks and more (Romero, et al., 2009). Brusilovsky (2007a) is a survey that 

describes the different tools developed in adaptive educational hypermedia systems. 

 

2.4.  Recommendation in AEHS using Sequential Pattern Mining 

Although recommendation and personalized suggestions using data mining techniques, 

where first introduced and applied in E-Commerce field, to apply the concept of 

product suggestion based on users’ preferences and other consumers purchasing habits. 

Customer Relation Management (CRM) is crucial issue in today’s highly competitive 

market, because customer satisfaction is very important for companies (Liu, et al.,2009) 

Recommendation in E-Learning systems can be useful considering the reasons for using 

adaptive educational systems in the previous section. Providing links for students to 

follow and navigate through the educational system is a helpful asset that can be added 

to every educational system. 
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Different examples of E-Learning recommendation systems are mentioned in 

(Aleksandra, et al., 2010), some of the techniques mine the sequence of users’ 

navigation through web pages taking into consideration time of access to each page, 

while other techniques do not. Different techniques may deal with different kinds of 

data like temporal databases, relational databases, or transactional databases (Zhao, et 

al., 2003). 

The basic technique for link recommendation system in e-learning is shown in figure 2. 

 

 

 

Figure 2: Architecture for recommender system (Romero, et al.,2007b) 

 

This is a simple architecture of recommender system that can be applied on web-based 

educational systems. It only uses students’ usage data extracted from log files and use 

these data as input to one mining technique, which is in the above figure sequential 

pattern mining algorithm, to produce frequent patterns that can predict the student most 

appropriate next page to visit where frequent Patterns are itemsets that appear in a 

dataset with a frequency no less than a user specified threshold (Han, et al., 2007). 

Advanced techniques are proposed to recommend links to students (Romero, et al., 

2007b). Such advanced techniques aim to reduce the domain where patterns can be 

discovered and make the recommendation process faster and more accurate. These 
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advanced techniques integrate several data mining techniques such as clustering, 

frequent pattern mining, and association rules. It may also use additional information 

about students other than their interaction with the website. 

Examples of such advanced techniques are cited in (Romero, et al., 2009), clustering 

techniques have been used to find groups of students with similar learning goals and use 

these groups of students as input for association rules discovery. Also a hybrid of 

sequential pattern mining with collaborative filtering technique has been used for 

product recommendation (Liu, 2009). 

 

 

2.5. Data Clustering 

Clustering is finding groups of objects, in our case students, satisfying the 

objective that the students within a group are similar (related to) one another 

and different from (or unrelated to) the students in other groups (Tan, et al., 

2005). 

Clustering has immense number of applications in our daily life, and in 

information systems field, clustering is often one of the first steps of data 

mining analysis to discover hidden patterns in huge amount of data.  

K-means clustering is one of the oldest and most widely used clustering 

algorithms (Tan, et al., 2005). K-means clustering technique is simple and easy 

to implement, and these are the reasons behind being the most widely used 

clustering algorithm. 

The operation of K-means starts by choosing k initial centroids, where k is user 

defined parameter, which represents the number of clusters desired and directly 
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generate k random points as cluster centers. Then the following steps are 

applied: 

 Assign each point to the closest cluster center, with respect to a distance 

proximity measure chosen in advance. 

 Re-compute the new cluster centers. 

 Repeat the two previous steps until centroid values are not changed. 

Proximity measures calculate the distance between a point and the cluster 

centroid. They are used to quantify the closest cluster to each point of data. 

Some proximity measures, or sometimes called distance functions, are listed 

below (Liu, 1998): 

 Euclidean distance. 

 City block distance. 

 Cosine distance. 

 Hamming distance. 

 Jaccard distance. 

These distance measures are used according to the type of data being clustered. Also the 

validity of clusters found determines if a distance function is appropriate, or another 

distance measure should be used for clustering.  

Clusters validation is an importance step in data clustering operation. It 

measures the goodness or healthiness of clusters obtained from one algorithm, 

in comparison with clusters obtained by other clustering algorithms. It can also 

measure the healthiness of clusters obtained from the same algorithm using 
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different parameter values, such as the k parameter that represent the number 

of clusters obtained in K-means algorithm (Tan, et al., 2005 ).  
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3. Proposed technique for link recommendation                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                      

3.1. Overview 

A technique for links recommendation based on web usage mining is proposed. 

Combinations of different data mining methods are used in this technique and are 

elaborated in the following sections. Figure 3 presents the proposed technique of link 

recommendation in details. 

 

 

Figure 3: Proposed Link Recommendation Technique 

 

This technique includes the three phases of web usage mining mentioned in the 

literature. Student/Page visit matrix is resulted from the pre-processing step, set of 
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patterns will be discovered next, and finally the link recommendation process will be 

conducted online as described in the online section from figure 3. 

Combinations of data mining techniques are applied in the proposed technique as 

described in figure 3. Clustering is used to group similar students according to their 

navigational paths, Apriori algorithm is used in order to discover frequent patterns, and 

classification and association rules are applied in the online phase to accomplish the 

link recommendation process.  

The next sections in this chapter will provide detailed description of the proposed 

technique steps with explanation of algorithms and methods used in each step. 

 

3.2. Data Pre-processing 

It is necessary for web log files to   be prepared and pre-processed in order to be used in 

the consequent phases of links recommendation. The raw data from log files cannot be 

used directly for analysis; it has to be cleansed in order to be analyzed. Data pre-

processing can be decompose into two main steps with subtasks contained in each step 

as follows. 

3.2.1. Web Log File Cleansing 

Log files cleansing consist of removing useless requests from log files. We need to 

eliminate the irrelevant data in the log files. Usually requests concerning non-analyzed 

resources are removed. For example, requests for any file which might be included into 

a web page like graphical content of a web page. By cleansing log files obtained from 

users’ interacting with websites, we can reduce the log files size to half of its original 

size and facilitate our upcoming tasks that require reading these log files. The log file 

cleansing phase consists of the following two tasks: 
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1. Attribute Filtering 

Each record in the log files included the following attributes: date and time, 

IP address, URL method, the request status, the protocol status, the bytes 

sent, the protocol version, the user agent, and the referrer as demonstrated 

in table 1. 

Table 1: Sample of Data before pre-processing 

1.  2010-03-04 20:14:04 10.1.1.2 - GET /img/icon_plus.gif - 304 165 

HTTP/1.0 

Mozilla/4.0+(compatible;+MSIE+8.0;+Windows+NT+6.1;+WOW64;+Tri

dent/4.0;+SLCC2;+.NET+CLR+2.0.50727;+.NET+CLR+3.5.30729;+.NET

+CLR+3.0.30729;+Media+Center+PC+6.0;+InfoPath.2) 

http://10.248.127.19/ 

2.  2010-03-21 19:53:08 10.248.121.42 - GET /chap09_03.html - 304 141 

HTTP/1.1 

Mozilla/4.0+(compatible;+MSIE+6.0;+Windows+NT+5.1;+SV1;+.NET+C

LR+1.1.4322;+.NET+CLR+2.0.50727;+.NET+CLR+3.0.04506.648;+.NET

+CLR+3.5.21022) 

http://10.248.127.19/wrapnt_create_your_own_objects94.html 

3.  2010-03-29 17:37:26 10.248.121.172 - GET /favicon.ico - 404 4203 

HTTP/1.1 

Mozilla/4.0+(compatible;+MSIE+8.0;+Windows+NT+5.1;+Trident/4.0;+.

NET+CLR+1.1.4322;+.NET+CLR+2.0.50727;+.NET+CLR+3.0.4506.215

2;+.NET+CLR+3.5.30729) - 

 

 Unwanted attributes were removed, such as HTTP version, status code, 

referrer, the protocol version, the user agent, and only the needed attributes 

were left like: Date/Time, IP address, and referrer. Table 2 shows partial set of 

the data after pre-processing and cleaning. 

 

Table 2: Sample of Data after pre-processing 

 Time IP address Date Referrer 

1. 20:14:04 10.1.1.2 2010-03-04 /img/icon_plus.gif 

2. 19:53:08 10.248.121.42 2010-03-21 /chap09_03.html 

3. 17:37:26 10.248.121.172 2010-03-29 /favicon.ico 
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2. Record Filtering 

Record filtering process was done by checking the suffix of URL. All of 

.gif, .jpeg, .png, etc. were considered to be irrelevant and had to be removed 

except for HTML, and HTM which were related to the chapters’ pages in 

the website.  This process was performed by reading each record resulted 

from the attribute filtering and then the extension of the referrer was 

checked if it contains HTM or not. If it does contain then the record was 

kept, if not the record was removed. 

 

3.2.2. Identification 

In the second step of data pre-processing, several items needed to be grouped 

like users, sessions and pages. At the end of this step the log file will be a set 

of user/visit page transactions. 

1. Users Identification 

The user is identified by the computer IP address, but many users might use 

the same computer; which indicates that different users may have the same 

IP address. At first, the unique IP addresses that exist in the log files were 

identified. The purpose for these addresses was to define unique users. The 

process searches for unique IP addresses through the log file, whenever a 

new IP address was found the process added it to a list with new user ID. A 

list of unique users with their IDs and IP addresses was created. Table 3 

shows sample of users' IDs identified in this phase. 
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Table 3: Sample of Unique Index of Users 

User ID User IP address User ID User IP address 

U0 10.1.1.2 U5 10.248.120.70 

U1 10.249.112.24 U6 10.248.127.16 

U2 10.248.121.42 U7 10.248.120.76 

U3 10.248.121.161 U8 10.248.121.213 

U4 10.248.121.160 U9 10.248.120.138 

 

2. Session Identification 

As mentioned in user identification phase, the users who used the tutorial 

could use the same computer which means that they have the same IP 

address; also the users may visit the tutorial from many computers. The IP 

address could not be used to identify unique users. Session is introduced as 

the unit of identification of unique users. A session consists of pages 

accessed by a user in a central amount of time. If the time between pages’ 

request exceeded a certain limit then the user was staring a new session. In 

this research the session threshold was defined as a 45 minute visit as 

default timeout i.e. 2700 second.  

After applying this step the data in the server log was transformed into a set 

of sessions. Each session had a sequence of visited pages with their access 

time. This information was then used for creating student/page visit matrix. 

Table 6 shows a sample from users’ session. 

Table 4: Sample of Users’ Sessions 

User ID User IP Session Period User ID User IP Session Period 

U0 10.1.1.2 0 U6 10.1.1.2 1481 

U1 10.1.1.2 0 U7 10.1.1.2 2285 

U2 10.1.1.2 1359 U8 10.1.1.2 369 

U3 10.1.1.2 2573 U9 10.1.1.2 2446 

U4 10.1.1.2 385 U10 10.1.1.2 2290 

U5 10.1.1.2 2571 U11 10.1.1.2 0 
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3. Page Identification 

In this section a unique list of pages with their IDs was created. The pages were 

recognized by the log file, whenever the user has visited a page and the page was 

not in the list of the identified pages, this process added the page to the list of pages 

identified by giving it a new page ID. 

 The page list contained 195 pages; a sample from the pages’ index is shown in 

table 5, and the full pages’ list is shown in appendix A. The IDs starts from 1001 to 

1195.  

Table 5: Sample of Page Index 

Page ID Link Number of words Description of the page 

P1001 /chap07_05.html  247 Reading Documentation 

P1001 /chap08_11.html  275 Garbage collection 

P1002 /chap03_03.html  429 Math methods 

P1003 /chap05_04.html  504 Overloading 

P1004 /chap02_01.html  480 More printing 

 

Student/Page visit matrix was built after finishing data pre-processing phase, 

Table 6 shows a sample from the student/page visit matrix, A bigger sample is 

displayed in appendix B. The first column represents the users’ ID, and the 

first row represents the pages’ ID.  The matrix is binary matrix where 1 

represents that a student visited a page and 0 represents that a student did not 

visit a page. 

Table 6: Sample of Student/Page visit Matrix 

User ID p1 p2 p3 p4 p5 p6 p7 p8 

10001 0 0 0 0 0 0 0 0 

10002 1 0 0 0 0 0 0 0 

10003 0 0 0 0 0 0 0 0 

10004 0 0 0 0 1 0 0 0 

10005 0 0 1 1 0 0 1 1 

10006 0 0 0 0 1 0 0 0 

10007 0 0 0 0 0 0 0 0 

10008 0 0 0 0 0 0 0 0 
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3.3. Students Clustering 

Data clustering is implemented in the proposed technique of links 

recommendation. In this research clustering is applied on a set of students in 

order to find similar groups of students according to their navigational paths 

based on student/page visit matrix resulted from the data pre-processing step.  

The navigational paths for groups of students resulted from the clustering 

process are extracted and used as input for pattern discovery process, where 

Apriori algorithm is applied on each group of students paths in order to 

discover related patterns. The main objective of data clustering in this 

technique is to group similar students in order to efficiently discover larger 

number of related patterns for each cluster of students. 

K-means clustering is one of the oldest unsupervised clustering algorithms. 

This algorithm is used in the proposed technique for link recommendation 

since it is one of the simplest and most widely used clustering algorithms. 

Proximity measures (distance functions) are used according to the type of data 

being clustered. Cosine distance function is the function applied in k-means 

clustering process in this research. This distance function considers each row 

in the student/page visit matrix as a vector and measures the cosine of the 

angle between each vector and the cluster centroid.  

The validity of clusters obtained from clustering operation can be measured 

using different validity measures. In this research, the appropriate number of 

clusters (k) is determined by evaluating the clusters obtained using two criteria: 

 Horizontal Silhouette: measures the healthiness of clusters in respect to 

the correct allocation of points into clusters.  
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  Vertical Silhouette: measures the fair distribution of students to the 

clusters obtained, i.e. the uniformity in the number of students assigned 

to each cluster. The difference between ratio distributions of students to 

clusters is computed in order to choose the appropriate number of 

clusters applied in the proposed technique. 

These two criteria affect the number of patterns discovered in each cluster and 

the degree of correlation between pages of these patterns.  

 

3.4.  Frequent Pattern Discovery Using Apriori Algorithm 

Discovering frequent navigational patterns is implemented in the proposed 

technique in order to infer association rules from these patterns, and then 

recommend links to students. Apriori algorithm is used in this thesis to 

discover frequent patterns of pages. 

In this thesis, frequent patterns of pages, visited by a percentage of the overall students 

no lower than specific support percentage, are discovered. Consider the database 

containing students’ navigational paths in table 7 and assume that the support threshold 

is 50%. Sets of frequent patterns of different lengths that satisfy the support threshold 

are shown in table 7(a), table 7(b), and table 7(c). 

Each set of pages that has been visited by 2 or more students will satisfy the support 

percentage, since the total number of students is 4 and that will result in 50% and larger 

support percentage for each set of pages. 
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Table 7: Database 

Student ID Path 

1 P1,P3,P4 

2 P2,P3,P5 

3 P1,P2,P3,P5 

4 P2,P5 

 

Table 7(a): Frequent Patterns of Length=1 

 

 

 

Table 7(b): Frequent Patterns of Length=2 

 

 

 

 

 

Table 7(c): Frequent Patterns of Length=3 

 

 

 

 

The support of a frequent pattern is commonly expressed as a percentage. For 

example, a pattern is considered to be frequent if it has a support percentage 

equal to or greater than 50%. This means that a pattern must be seen in half of 

the records included in the database. In this research, a frequent pattern is a set 

of pages accessed by a number of students who satisfy a specific percentage of 

the overall students within the same cluster of students. 

Frequent Pattern Student Count 

{P1} 2 

{P2} 3 

{P3} 3 

{P5} 3 

Frequent Pattern Student Count 

{P1,P3} 2 

{P2,P3} 2 

{P2,P5} 3 

{P3,P5} 2 

Frequent Pattern Student Count 

{P2,P3,P5} 2 
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The support percentage    is the percentage of number of students who visited 

a specific set of pages to the total number of students. And it is calculated as 

shown in equation (1). 

   
        

 
                                                         (1) 

 

Where F1 is a set of pages (pattern),         is the number of students who visited   , 

and   is the total number of students visited the website 

 

3.4.1. Apriori Algorithm 

Frequent pattern mining was first introduced by (Agrawal et. al., 1993) for 

market basket analysis. They defined a property called Apriori which articulate 

that “All subsets of a frequent itemset must also be frequent”. In other words 

an itemset is frequent only if all its subitems are frequent.  This property gives 

an indication of how Apriori algorithm works. It implies that frequent itemsets 

are discovered by first scanning the database to find frequent 1-itemsets (items 

of length 1), then using the itemsets of length 1 to generate frequent 2-itemsets, 

and so one. This process iterates until no more frequent k-itemsets can be 

discovered, where k-itemsets are all itemsets (patterns) of length k 

The Apriori algorithm is an iterative approach which is illustrated in Figure 4.  
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Figure 4: Aprior Algorithm Steps 

 

In the first step in Apriori Algorithm, a set of items of length 1 (k-itemset when 

k=1) are found by scanning the database containing students’ transactions. For 

each frequent pattern, the support percentage is calculated and items that do 

not satisfy pre-defined support threshold are eliminated in the pruning step. 

The 1-itemsets resulted from the pruning step are used as input to the following 

steps: Candidate generation and candidate pruning. 
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 Candidate Generation. 

In this step, the Apriori property is utilized. The property is based on the 

following observation, if an itemset fp is not frequent or in other words, 

do not satisfy a support threshold, and if item p is added to the itemset 

fp, then the resulting itemset cannot occur more frequently than fp.   

Based on that, candidate generation is performed using the frequent 

patterns of smaller length to generate longer frequent patterns that are 

also frequent. k+1-itemsets are generated using k-itemsets. This is 

accomplished by joining the k-itemsets with themselves. 

The join step is performed between k-itemset and itself, the itemsets are 

of the same length k. if their first k-1 items are in common. For example, 

if {p1,p2,p3} is joined with {p2,p1,p4}, it will result in generating a 

new itemset of length 4 which is {p1,p2,p3,p4}. 

 

 Pruning the Candidates 

Candidate generation step results in all possible itemsets but not all of 

them are frequent. A scan on the database is required to determine 

whether each candidate satisfy the support percentage, and eliminate 

any itemset that do not satisfy the support percentage. 

3.4.2. An Example of the Use of Apriori Algorithm 

An example explains the use of Apriori algorithm for discovering frequent 

patterns in a database that records students’ navigation through a website is 

illustrated. The database contains two columns representing, student ID and a 

sequence of pages visited by each student. Table 8 shows the database that will 

be used in the example. 
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Table 8: Students’ Navigation Database 

Student ID Path 

1 P1,P2,P5 

2 P2,P4 

3 P2,P3,P6 

4 P1,P2,P4 

5 P1,P3 

6 P2,P3 

7 P1,P3 

8 P1,P2,P3,P5 

9 P1,P2,P3 

10 P1,P2 

 

In the first step, a scan on the database is performed in order to find all possible 

1-itemsets and count their number of occurrences.  Table 9 shows 1-itemsets 

found in this example. 

Table 9: 1-Itemsets Found in the Database 

1-itemset Count 

{P1} 7 

{P2} 8 

{P3} 6 

{P4} 2 

{P5} 2 

{P6} 1 

 

A support percentage of 20% is determined to consider a pattern to be frequent 

in this example. The 1-itemsets in table 9 will be pruned to only the itemsets 

that satisfy the support percentage condition. The pruned 1-itemsets are shown 

in table 10. 
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Table 10: Pruned 1-Itemsets  

1-itemset Count 

{P1} 7 

{P2} 8 

{P3} 6 

{P4} 2 

{P5} 2 

 

After having found the frequent 1-itemsets, candidate generation step is performed to 

find all possible 2-itemsets from 1-itemsets in table 10. The candidates 2-itemsets 

generated are shown in table 11. 

Table 11: 2-Itemsets Generated from the Database 

2-itemset Count 

{P1,P2} 5 

{P1,P3} 4 

{P1,P4} 1 

{P1,P5} 2 

{P2,P3} 4 

{P2,P4} 2 

{P2,P5} 2 

{P3,P4} 0 

{P3,P5} 1 

{P4,P5} 0 

 

These items are then pruned to satisfy the 20% support percentage based on the 

database records shown in table 8. The pruned 2-itemsets are shown in table 

12. 

Table 12: Pruned 2-Itemsets  

2-itemset Count 

{P1,P2} 5 

{P1,P3} 4 

{P1,P5} 2 

{P2,P3} 4 

{P2,P4} 2 

{P2,P5} 2 
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Next, 3-itemsets are generated by joining 2-itemsets, shown in table 12 with 

itself. The result is shown in table 13. 

Table 13: 3-Itemsets Generated from the Database  

 

 

 

 

As shown in the previous step, these items are then pruned to satisfy the 20% 

support percentage defined. The pruned 3-itemsets are shown in table 14. 

Table 14: Pruned 3-Itemsets  

 

 

 

Since the number of candidates after pruning is not equal to zero, another 

iteration is needed to find 4-itemsets. By joining 3-itemsets shown in table 14 

with themselves, it will result in a single itemset {P1,P2,P3,P5}. However this 

itemset has occurred only once in the database, which indicates that it does not 

satisfy the 20% support percentage defined. After pruning the 4-itemset we 

will have zero candidates, and this will terminate the algorithm. 

The set of maximal frequent patterns found in this example are shown in table 

15. 

Table 15: Maximal Discovered Frequent Patterns  

 

  

3-itemset Count 

{P1,P2,P3} 2 

{P1,P2,P5} 2 

{P2,P3,P4} 0 

{P2,P3,P5} 1 

3-itemset Count 

{P1,P2,P3} 2 

{P1,P2,P5} 2 

Frequent Patterns Count 

{P2,P4} 2 

{P1,P2,P3} 2 

{P1,P2,P5} 2 
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3.5. Recommender Engine 

3.5.1. Classifying a Student into a Cluster 

In this research, link recommendations are generated for new students. In order 

to accomplish this task the new students must be classified into one of the 

clusters first according the navigational path of that new student. A similarity 

measure is needed to determine the most suitable cluster for a student, in order 

to use the frequent patterns generated from that cluster. 

Since we are dealing with binary data that represent student visit/ no visit to 

pages, then the most appropriate similarity measure in our case is the Jaccard 

coefficient. The Jaccard similarity coefficient is a number between 0 and 1, 

where 1 means that both students are exactly the same and 0 means they are 

absolutely different.  

Table 16 represents a sample of the student/page visit matrix that is used in this 

research. 

Table 16: Sample of Student/Page Visit Matrix 

 

 

  

The similarity between two students S1 and S2 is Sm(S1,S2) calculated using equation 

(2). 

            
 

     
                                                    (2)              

Where   is the number of pages visited by both         ,   is the number of pages 

visited by                        , and   is the number of pages visited by 

                        .  

Student ID P1 P2 P3 P4 P5 

S1 1 1 1 0 0 

S2 1 1 0 0 1 

S3 0 0 1 1 0 
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 Thus,              
 

     
 = 0.5. 

In the proposed technique, we classify a student into a cluster by computing the average 

Jaccard similarity between that student and every student in each cluster as shown in 

table 17. This will result in finding the average of similarity between a student and the 

clusters found.  

 

Table 17: A Student Average Jaccard Similarity for each Cluster 

Student ID Cluster ID Average Jaccard 

Similarity 

1 1 0.0176 

1 2 0.2900 

1 3 0.0740 

1 4 0.0175 

1 5 0.0274 

 

The student will belong to the cluster that has the maximum average similarity. In table 

16, student with ID equal to 1 belongs to cluster 2 since it has the maximum average 

jaccard similarity result. 

 

3.5.2. Extracting Association Rules 

Association rules are used in the online recommender engine. Discovering association 

rules in general consists of two phases, which are: 

 Discover all frequent itemsets: in the proposed technique, this phase is applied 

offline using Apriori algorithm as explained in section 3.4. 

 Generate association rules from the frequent itemsets and calculate the 

confidence for each rule as follows: 

1. For each frequent itemset f of length k, generate all possible combinations of 

items. 

A
ll 

R
ig

ht
s 

R
es

er
ve

d 
- 

L
ib

ra
ry

 o
f 

U
ni

ve
rs

ity
 o

f 
Jo

rd
an

 -
 C

en
te

r 
 o

f 
T

he
si

s 
D

ep
os

it



36 
 

 
 

2. For every combination of items Nk={  ,   ,... ,   } , output the rule   . 

   =  {   ,   ,... ,      }  {   } 

 The confidence of the rule    is           calculated using equation (3). 

 

          
      

           
    * 100 %                                                  (3) 

 

Where        is the count of students who visited set of pages  , and             is 

the count of students who visited subset of    which is = {   ,   ,... ,      }. 

For example, if we have frequent pattern  f={p1,p2,p3},then all possible combinations 

of itemsets, association rules extracted from these itemsets , and the confidence of each 

rule are shown in table 18. The confidence is calculated using the count values in table 

12 and table 14.  

Table 18: Possible Rules Discovered from f 

 

 

 

 

  

Combinations of an itemset Rules Confidence 

{ P1,P2,P3} P1,P2  P3 40% 

{ P1,P3,P2} P1,P3  P2 50% 

{ P2,P3,P1} P2,P3  P1 50% 
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4. Experiments and Results 

This chapter illustrates the results obtained from several experiments which has been 

carried out. These experiments were conducted to test the link recommendation 

technique proposed in this thesis. In addition, a comparison of the results obtained from 

applying this technique to recommend links is introduced. 

The data used in these experiments are collected from log files for web-based java 

tutorial uploaded on a server and accessed by second year students, who are studying 

Object Oriented Programming (OOP) courses at King Abdullah II School for 

Information Technology (KASIT) at Jordan University (JU). 

OOP is taught at our faculty as two separate courses, OOP1 and OOP2. Both courses 

are mandatory requirement for Computer Information Systems (CIS) bachelor students 

in order to complete their second year successfully. 

The log files acquired were pre-processed and cleansed for research purposes by other 

master students at the faculty. 7853 records that represent 438 students accessing 195 

hypermedia pages have been obtained. 

As explained in figure 3, the technique for link recommendation proposed in this thesis 

consists of two phases which includes (i) an offline phase which identifies the frequent 

patterns in students’ navigation, and (ii) an online phase which recommends links to 

new students while they navigate through the hypermedia. 

The data collected was divided for two disjoint data sets in order to test the proposed 

technique. 90% of the data was used as the training data in the offline phase, and the 

remaining 10% of data was used as the testing data in the online phase. 
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Table 19 outlines the number of students and pages accessed by the students in each 

data set, after applying random sampling on the student/page access matrix. 

 

Table 19: Training and Testing Datasets  

Data set Number of students Total number of pages accessed 

Training data  394 7000 

Testing data  44 853 

 

 

4.1. Clustering of Training Students 

In the first experiment, k-means algorithm has been executed with varying number of 

clusters (k) in order to find out the appropriate number of existing clusters in the 

training data. 

The silhouette methods are used to measure the goodness of clusters obtained after 

performing k-means clustering with varying k value from 2 to 6. Results of the 

silhouette methods were used to help in deciding the appropriate k value for the training 

data. It is important to have uniform clusters, similar in the number of students in each 

cluster and the total number of pages accessed by these students because it affects the 

number of frequent patterns discovered in each cluster 

Table 20 shows the Horizontal silhouette plots generated for every k-means clustering 

experiment with different k value varying from 2 to 6. 
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Table 20: Horizontal Silhouette Plots for Clustering with Varying k Value 

K  Silhouette plot 

K=2 

 

K=3 

 

K=4 

 

K=5 
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K=6 

 

 

The silhouette plots generated in table 20 gives a good indication of the healthiness of 

clusters in respect to the correct allocation of students into clusters. In this research the 

validity of clusters obtained also depends on the fair distribution of students in each 

cluster and the total number of pages accessed by each cluster of students. 

Table 21 demonstrates the healthiness of each cluster depending on two silhouette 

criteria and provide details about number of students and the total pages accessed by 

those students in each cluster. The silhouette values are analysed in both horizontal and 

vertical directions where silhouette (average horizontal) measures the degree of 

separation of each cluster from other clusters, and silhouette (average vertical) measures 

the distribution of students in all clusters. 

Table 21: Clustering Analysis 

K Silhouette 

(Average 

Horizontal)   

Silhouette 

(Average 

Vertical)   

Number of Students/ Number of Pages 

K=2 0.112 0.025 
cluster 1 

192/3170 

cluster 2 

202/3830 
    

K=3 0.124 0.08 
cluster 1 

90/1595 

cluster 2 

181/3075 

cluster 3 

123/2330 
   

K=4 0.131 0.025 
cluster 1 

110/1547 

cluster 2 

106/2018 

cluster 3 

86/1566 

cluster 4 

92/1869 
  

K=5 0.140 0.06 
cluster 1 

68/1208 

cluster 2 

114/1609 

cluster 3 

81/1534 

cluster 4 

60/1283 

cluster 5 

71/1366 
 

K=6 0.123 0.57 
cluster 1 

52/927 

cluster 2 

82/1336 

cluster 3 

51/964 

cluster 4 

81/1802 

cluster 5 

83/1542 

cluster 6 

45/429 
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Table 21 shows that when the number of clusters increases then the total number of 

pages accessed by students of each cluster is not balanced between clusters, (for 

example, the total number of pages accessed in cluster 6 and cluster 5 when k=6). 

Notice that the distribution of students to clusters (vertical silhouette) when k=6 is the 

largest of all values. Also notice that the data are more balanced when smaller number 

of clusters k=4 and k=5 is used, and the average horizontal silhouette measure confirms 

these observations. 

The problem with having large number of clusters is the number of frequent patterns 

that can be obtained from students’ navigation through the website, in other words the 

number of pages visited in each cluster affects the chances of getting frequent patterns 

with high support threshold. The next experiment is conducted to choose the best 

number of clusters between k=4 and k=5 clustering. 

4.2. Frequent Pattern Discovery 

For the purpose of understanding the obtained experiments and results conducted. Two 

terms were used and they must be differentiated which are, frequent pattern and 

maximal frequent pattern. Maximal frequent pattern is a pattern that is not a subset of 

any other frequent pattern (Gouda, et al., 2005). Frequent pattern term refers to any 

itemset that is frequent without taking into consideration if it is a subset of any larger 

frequent pattern. Frequent patterns were used in this research to generate 

recommendation links to students. 

In this experiment, frequent patterns are discovered in students’ navigation using 

Apriori algorithm. A comparison between frequent patterns discovered in clusters when 

K=4 and k=5 is performed. This comparison is conducted with varying support 
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percentage from low to high and check the uniformity in the number of frequent 

patterns discovered in each cluster in order to decide the most appropriate k value to be 

used for this data set. 

Clustering with k=4 and k=5, as shown in table 21 has the largest average horizontal 

and vertical silhouette. Table 22 and table 23 show the results of applying Apriori 

algorithm on the two sets of clusters where k=4 and k=5 and the number of maximal 

frequent patterns obtained in each cluster and their average support with varying 

support threshold. 

Table 22: Frequent Patterns Discovery Using Apriori with Varying Average Supports (K=4) 

 Support percentage = 

15% 

Support Percentage 

=20% 

Support Percentage 

=25% 

Support Percentage 

=30% 

 Number of 

frequent 

patterns 

Average 

support 

percentage 

Number of 

frequent 

patterns 

Average 

support 

percentage 

Number of 

frequent 

patterns 

Average 

support 

percentage 

Number of 

frequent 

patterns 

Average 

support 

percentage 

Cluster 1 403 15.5% 204 20.1% 73 25.8% 30 30.8% 

Cluster 2 65 15.2% 16 21.1% 4 25.9% 0 0% 

Cluster 3 22 15.3% 1 20.9% 0 0% 0 0% 

Cluster 4 899 15.2% 319 20.8% 83 25.4% 0 0% 

  

 

Table 23: Frequent Patterns Discovery Using Apriori with Varying Average Supports (K=5) 

 Support percentage = 

15% 

Support Percentage 

=20% 

Support Percentage 

=25% 

Support Percentage 

=30% 

 Number of 

frequent 

patterns 

Average 

support 

percentage 

Number of 

frequent 

patterns 

Average 

support 

percentage 

Number of 

frequent 

patterns 

Average 

support 

percentage 

Number of 

frequent 

patterns 

Average 

support 

percentage 

Cluster 1 38 16.2% 9 21.0% 0 0% 0 0% 

Cluster 2 362 15.8% 162 20.3% 69 25.9% 25 31.6% 

Cluster 3 747 16.0% 350 21.0% 97 26.4% 5 30.8% 

Cluster 4 190 15.0% 82 20.1% 37 25.1% 5 30.3% 

Cluster 5 107 15.5% 45 21.2% 12 25.4% 11 31.4% 
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It is noticed that even though clusters obtained when k=4 have large number of pages 

accessed this does not imply having large numbers of frequent patterns discovered in 

each cluster. The large number of students in each cluster increases the number of 

students that must visit some pattern so that it can be considered to be frequent 

according to a specific minimum support threshold. Also, it can be notice that the 

number of frequent patterns in clusters where k=5 is more uniform even with high 

support threshold compared with frequent patterns discovered when k=4. Also the 

average support of the patterns in clusters where k=5 is larger than the average support 

of frequent patterns in clusters where k=4. 

From both experiments conducted in section 4.1 and section 4.2 clustering with k value 

equal to 5 is considered to be the most appropriate clustering performed on this data set 

of students.  

 

4.3. Classification of Test Students 

Recommending links to a student requires classification of that student into a cluster 

first. Then the frequent patterns discovered from that cluster are invoked in order to 

recommend links to that student. 

As explained in section 3.5. The average Jaccard similarity coefficient is computed to 

find the similarity between each student and the five obtained clusters in order to 

classify a student into the cluster that has the maximum average Jaccard similarity 

coefficient. Table 24 demonstrates the results of classifying the 44 students in the test 

dataset to the 5 clusters obtained from k-means clustering operation. 
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Table 24:Results of Classifying  Test Students into Clusters Based on Jaccard Similarity Coefficient (k=5) 

Student ID Cluster ID Jaccard similarity coefficient Student total pages visited 

1 2 0.2062 25 

2 5 0.1073 16 

3 5 0.1503 8 

4 1 0.0405 6 

5 5 0.0634 7 

6 3 0.1675 10 

7 3 0.2387 23 

8 2 0.1928 25 

9 5 0.0485 8 

10 2 0.0790 8 

11 2 0.2998 10 

12 2 0.2588 35 

13 4 0.1601 76 

14 4 0.0306 4 

15 1 0.0485 7 

16 1 0.0410 6 

17 2 0.1579 12 

18 2 0.1969 11 

19 4 0.2197 23 

20 5 0.0973 14 

21 2 0.2890 16 

22 2 0.0784 2 

23 3 0.1591 10 

24 4 0.0797 27 

25 5 0.0554 11 

26 2 0.0903 56 

27 5 0.1165 17 

28 3 0.0975 25 

29 5 0.1492 47 

30 5 0.1285 44 

31 1 0.0688 12 

32 1 0.0705 7 

33 1 0.1217 30 

34 2 0.2560 13 

35 3 0.2608 21 

36 2 0.0765 9 

37 3 0.1208 7 

38 3 0.1360 8 

39 1 0.0570 7 

40 2 0.1343 40 

41 4 0.1554 58 

42 5 0.0534 28 

43 2 0.2134 21 

44 4 0.0204 3 
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Table 24 demonstrates the cluster ID that each student belongs to after computing the 

Jaccard similarity coefficient between each student the 5 obtained clusters.  It can be 

notice that students who have small number of pages in their navigational path also 

have low Jaccard similarity value since it is hard to determine if a student is similar to a 

cluster of students from small number of pages compared. 

Table 25 shows the distribution of the test student dataset classified into 5 clusters. 

Table 25: Test Students Dataset Classified into 5 Clusters 

Cluster number Number of students 

Cluster 1 7 

Cluster 2 14 

Cluster 3 7 

Cluster 4 6 

Cluster 5 10 

Total number of Students 44 

 

 

4.4. Links Recommendation for Sample of Students 

In this experiment, sample of test students and their recommended links is outlined. The 

frequent patterns discovered in the 5 clusters with support percentage equal to 15% are 

applied in this experiment. Sample of 5 students from different clusters is taken to 

demonstrate the links recommended for each student using the frequent patterns 

discovered in each cluster. The results of the experiments applied on 5 students shows 

names of links recommended to each student, these links are ordered in descending 

order according to the confidence value of each rule. 

For example, student with ID = 33 have been classified into cluster 1. The frequent 

patterns discovered in cluster 1 are used to recommend links to that student. Table 26 

shows the links recommended to the student with ID=33 after visiting 3 pages. 
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Table 26: Links Recommendation and their Confidence for Student with ID=33 

Student path Link recommended Confidence 

Building trees , Expression trees , Traversal    Traversing trees 100 % 
Building trees , Expression trees , Traversal    A tree node 92.3% 
Building trees , Expression trees , Traversal    Array implementation of trees 84.6% 
Building trees , Expression trees , Traversal    Defining an abstract class 84.6% 

 

It can be seen in table 26 that the pages recommended to this students are all very 

related to the topic of pages he visited. For example, after visiting building trees, 

expression trees, and traversal, the pages traversing trees, tree node, and array 

implementation of trees are recommended. These pages are recommended in order to 

complete the intended learning goal of the student which can be here trees in Java. 

These links recommended have high confidence values according to other students’ 

navigation.  

Student with ID = 43 have been classified into cluster 2. The frequent patterns 

discovered in cluster 2 are used to recommend links to that student. Table 27 shows the 

links recommended to the student with ID=43 after visiting 3 pages. 

Table 27: Links Recommendation and their Confidence for Student with ID=43 

Student path Link recommended Confidence 

Variables , Assignment , Printing variables    More printing 89.7% 
Variables , Assignment , Printing variables    Operators 84.6% 
Variables , Assignment , Printing variables    Keywords 82.1% 
Variables , Assignment , Printing variables    Composition 79.5% 
Variables , Assignment , Printing variables    Formal and natural languages 74.4% 
Variables , Assignment , Printing variables    Operators for Strings 71.8% 
Variables , Assignment , Printing variables    Floating point 66.7% 
Variables , Assignment , Printing variables    The first program 66.7% 
Variables , Assignment , Printing variables    Order of operations 66.7% 
Variables , Assignment , Printing variables    What is a programming language 64.1% 
 

It can be noticed from table 27 that the pages recommended are not all directly related 

to the pages visited by the student but here the confidence values are low. It can be seen 

that some pages recommended like more printing, operators, and keywords are very 
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related to the pages visited by the student, also they will help him complete the intended 

learning goal which can be here introduction to Java.  

Student with ID = 37 have been classified into cluster 3. The frequent patterns 

discovered in cluster 3 are used to recommend links to that student. Table 28 shows the 

links recommended to the student with ID=37 after visiting 3 pages. 

Table 28: Links Recommendation and their Confidence for Student with ID=37 

Student path Link recommended Confidence 

Math methods , Composition , Classes and methods    Adding new methods 82.4% 
Math methods , Composition , Classes and methods    Methods with results 76.5% 
Math methods , Composition , Classes and methods    Alternative execution 76.5% 
Math methods , Composition , Classes and methods    Chained conditionals 76.5% 
Math methods , Composition , Classes and methods    The return statement 76.5% 

 

It can be noticed from table 28 that the pages recommended for this student are related 

to pages visited by that student. The page with higher confidence, add new method is 

very related to the pages visited. 

Student with ID = 24 have been classified into cluster 4. The frequent patterns 

discovered in cluster 4 are used to recommend links to that student. Table 29 shows the 

links recommended to the student with ID=24 after visiting 3 pages. 

Table 29: Links Recommendation and their Confidence for Student with ID=24 

Student path Link recommended Confidence 

Printing an object , Creating a new object , Objects as parameters   Packages 90% 
Printing an object , Creating a new object , Objects as parameters   Instance variables 90% 
Printing an object , Creating a new object , Objects as parameters   Objects are mutable 90% 
Printing an object , Creating a new object , Objects as parameters   Aliasing 90% 
Printing an object , Creating a new object , Objects as parameters   Time 90% 
Printing an object , Creating a new object , Objects as parameters   Constructors 90% 
Printing an object , Creating a new object , Objects as parameters   Pure functions 90% 
Printing an object , Creating a new object , Objects as parameters   What's interesting 90% 

 

It can be seen in table 29 that pages recommended to the student after visiting the 

pages, printing an object, create new object, and object as parameters are all related to 
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the topic of previously visited pages, for example constructors, instance variables and 

packages. 

Student with ID = 3 have been classified into cluster 5. The frequent patterns 

discovered in cluster 5 are used to recommend links to that student. Table 30 shows the 

links recommended to the student with ID=3 after visiting 3 pages. 

 

Table 30: Links Recommendation and their Confidence for Student with ID=3 

Student path Link recommended Confidence 

Arrays and objects , for loops , Random numbers    Array length 95.2% 
Arrays and objects , for loops , Random numbers    Array of random numbers 90.5% 
Arrays and objects , for loops , Random numbers    Copying arrays 90.5% 
Arrays and objects , for loops , Random numbers    Accessing elements 85.7% 
Arrays and objects , for loops , Random numbers    Counting 76.2% 
Arrays and objects , for loops , Random numbers    Statistics 71.4% 
Arrays and objects , for loops , Random numbers    A single-pass solution 66.7% 
Arrays and objects , for loops , Random numbers    Many buckets 57.1% 
Arrays and objects , for loops , Random numbers    Arrays of cards 52.4% 

 

It can be noticed from table 30 that the recommended pages are related to the topic of 

pages visited by the student. The pages recommended that has highest confidence 

values are more logically related to the topic of the visited pages than others. For 

example, array length, array of random number, and copying arrays pages are more 

logically related to the pages already visited by the student than other pages 

recommended.  

From the experiments applied on a sample of 5 students, it can be perceived that all 

recommended pages are related to the pages already visited by the student. However the 

top 50% of the recommended pages are logically related to the subject of the pages 

visited by the student more than the bottom 50% of the pages recommended. 
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4.5. Validation of Links Recommendation Results 

Since each student has many learning objectives or tasks to achieve when navigating 

through a hypermedia. Each page visited by a student will help him in understanding or 

achieving his task. Several experiments are conducted to validate the correctness of 

links recommended to each student in the test dataset by comparing them with the 

student actual navigational path and check if the recommended links have been visited 

while the students navigates the website 

The primary aim of this experiment is to figure out the most appropriate number of 

pages visited (P) by a student in order to start recommending a page link. To figure out 

the most appropriate value for P several experiments are conducted with varying P 

value before links recommendation is made. The links recommended for a student are 

validated by comparing them with the actual pages visited by that student and calculate 

the percentage of actually visited pages from the number of pages recommended. Take 

into consideration that links recommended but not visited can be logically related to the 

student navigational path, but for some reasons like changing the learning goal of the 

student or the student stop navigating the hypermedia, these pages are not visited. 

The following subsections analyze the results obtained from recommending links to 

students after 3 pages visited, then after 4 pages visited and so on until no 

recommendations can be made. 

The number of students that has generated recommendation links decreases while the P 

value increases since the probability that a student visits for example 8 pages 

sequentially that are already been discovered as a pattern is low. Table 31 shows the 

number of students who have generated links recommendation with regarding to the 

number of pages visited. 
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Table 31: Number of Students with Generated links Recommendation after Varying Number of Initial Visited 

Pages 

 

 

 

4.5.1. Page Recommendations after Visiting 3 Initial Pages 

Table 32 shows details about students who had recommendation links after visiting 3 

initial pages. The numbers of links recommended to each student and the percentage of 

actually visited links from the recommended ones are listed in the table. A list of page 

IDs recommended to each student after visiting 3 pages is shown in appendix C. 

Table 32: Page Recommendation after Visiting 3 pages 

Student ID Cluster ID 
Total number of 

pages visited 

Number of 

recommended links  

Actually 

visited % 

Not 

visited % 

1 2 25 15 53% 47% 

2 5 16 10 20% 80% 

3 5 8 9 33% 67% 

6 3 10 1 100% 0% 

7 3 23 1 0% 100% 

8 2 25 13 46% 54% 

11 2 10 10 70% 30% 

12 2 35 10 90% 10% 

13 4 76 5 100% 0% 

15 1 7 1 0% 100% 

17 2 12 11 9% 91% 

18 2 11 15 33% 67% 

19 4 23 3 67% 33% 

20 5 14 8 13% 88% 

21 2 16 14 79% 21% 

23 3 10 17 41% 59% 

24 4 27 8 0% 100% 

27 5 17 11 18% 82% 

Number of initial visited pages 

(P) 

Number of students with 

generated recommendations 

3 31 

4 21 

5 15 

6 11 

7 8 

8 6 

9 2 
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28 3 25 10 40% 60% 

29 5 47 10 50% 50% 

30 5 44 11 27% 73% 

31 1 12 4 0% 100% 

32 1 7 4 50% 50% 

33 1 30 4 50% 50% 

34 2 13 13 62% 38% 

35 3 21 1 100% 0% 

37 3 7 5 0% 100% 

38 3 8 18 28% 72% 

40 2 40 10 70% 30% 

41 4 58 5 60% 40% 

43 2 21 15 60% 40% 

   Average 44% 56% 

 

Actually visited links percentage is calculated by dividing the number of links 

recommended to a student and actually visited by that student on the total number of 

recommended links. The complement of the actually visited links percentage is 

considered to be not visited links percentage which represents the links recommended 

but not visited by a student. 

It can be noticed from table 32 that some students have low actually visited pages 

percentage. This can be referred to one of the following reasons, firstly, the student 

navigational path is short, i.e. the student did not visit enough pages so that a pattern 

can be discovered in his behaviour. Secondly, the student navigational path is long 

enough but no frequent 3 pages pattern has been discovered which indicates that the 

student has been browsing the hypermedia randomly with no particular learning goal in 

mind. 

Also, it can be seen that there are some student IDs missing between 1 and 44. The 

missing IDs belong to students who did not have any recommended links after 3 page 

clicks because these students do not fully belong to any cluster based on the Jaccard 

similarity results shown in table 24. The students have low average Jaccard similarity 

values which means they are not near to any cluster. 
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4.5.2. Page Recommendations after visiting 4 pages 

The following experiment provides details about students who had recommendation 

links after visiting 4 initial pages. Table 33 shows student IDs who had links 

recommendation after visiting 4 initial pages, the number of links recommended to each 

student, and the percentage of actually visited links from the recommended ones. . A 

list of page IDs recommended to each student after visiting 4 pages is shown in 

appendix D. 

 

Table 33: Page Recommendation after Visiting 4 Pages 

Student ID Cluster ID Total number of 

pages visited 

Number of 

recommended pages 

Actually 

visited % 

Not 

visited % 

1 2 25 11 36% 64% 

2 5 16 6 0% 100% 

3 5 8 6 33% 67% 

8 2 25 8 13% 88% 

11 2 10 8 75% 25% 

12 2 35 8 88% 13% 

13 4 76 3 100% 0% 

18 2 11 13 31% 69% 

19 4 23 1 100% 0% 

20 5 14 7 0% 100% 

21 2 16 11 73% 27% 

23 3 10 11 55% 45% 

27 5 17 6 17% 83% 

28 3 25 5 20% 80% 

29 5 47 7 29% 71% 

30 5 44 8 25% 75% 

32 1 7 1 100% 0% 

34 2 13 12 58% 42% 

38 3 8 11 36% 64% 

40 2 40 8 63% 38% 

43 2 21 12 50% 50% 

   Average 48% 52% 

 

It can be noticed from table 33 that the number of students with generated 

recommended links decreased, and it will keep decreasing in the following experiments 
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because of the Aprori property. The average of actually visited pages is near to the one 

in the previous experiment. 

4.5.3. Page Recommendations after visiting 5 pages 

The following experiment provides details about students who had recommendation 

links after visiting 5 pages. Table 34 shows the same details as the previous two 

experiments, the students IDs and number of links recommended to each student for 

students who had recommendations after visiting 5 initial pages. A list of page IDs 

recommended to each student after visiting 5 pages is shown in appendix E. 

Table 34: Page Recommendation after Visiting 5 Pages 

Student ID Cluster ID Total number of 

pages visited 

Number of 

 recommended pages 

Actually 

visited % 

Not 

visited % 

1 2 25 10 30% 70% 

3 5 8 4 0% 100% 

8 2 25 4 0% 100% 

11 2 10 7 71% 29% 

12 2 35 7 86% 14% 

18 2 11 10 10% 90% 

21 2 16 10 70% 30% 

23 3 10 5 80% 20% 

27 5 17 4 0% 100% 

29 5 47 6 17% 83% 

30 5 44 5 20% 80% 

34 2 13 10 60% 40% 

38 3 8 8 38% 63% 

40 2 40 6 67% 33% 

43 2 21 10 40% 60% 

   Average 39% 61% 

 

It can be noticed that all students who had links recommendation after 5 initial pages 

visits belong to only 3 clusters. None of these students belongs to cluster 1 or cluster 4, 

which indicates that the frequent patterns discovered in these two clusters are short in 

length, or have low support values. For that reason, students belonging to these two 

clusters do not have any links recommended. 
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4.5.4. Page Recommendations after visiting 6 pages 

Table 35 shows details about students who had recommendation links after visiting 6 

initial pages. The numbers of links recommended to each student and the percentage of 

actually visited links from the recommended ones are listed in the table. A list of page 

IDs recommended to each student after visiting 6 pages is shown in appendix F. 

 

Table 35: Page Recommendation after Visiting 6 Pages 

Student ID Cluster ID Total number of 

pages visited 

Number of  

recommended pages 

Actually 

visited % 

Not 

visited % 

1 2 25 4 25% 75% 

11 2 10 5 80% 20% 

12 2 35 6 83% 17% 

21 2 16 8 63% 38% 

23 3 10 3 100% 0% 

29 5 47 4 0% 100% 

30 5 44 2 0% 100% 

34 2 13 5 60% 40% 

38 3 8 2 50% 50% 

40 2 40 5 60% 40% 

43 2 21 7 29% 71% 

   Average 50% 50% 

 

It can be seen from table 35 that the same observations on the experiments conducted 

previously about links recommendation after 3, 4, 5 initial pages visited. The number of 

students who had links recommendation after 6 initial pages visited decreased and the 

students belong to clusters 2, 3, 5. 

 

4.5.5. Page Recommendations after visiting 7 pages 

The following experiment provides details about students who had recommendation 

links after visiting 7 pages. Table 36 shows the same details as the previous 

experiments but for students who had recommendations after visiting 7 initial pages. . A 
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list of page IDs recommended to each student after visiting 7 pages is shown in 

appendix G. 

 

Table 36: Page Recommendation after Visiting 7 Pages 

Student ID Cluster ID Total number of 

pages visited 

Number of  

recommended pages 

Actually 

visited % 

Not 

visited % 

1 2 25 2 0% 100% 

11 2 10 4 75% 25% 

12 2 35 4 75% 25% 

21 2 16 3 67% 33% 

23 3 10 1 100% 0% 

34 2 13 3 33% 67% 

40 2 40 4 50% 50% 

43 2 21 2 50% 50% 

   Average 51% 49% 

 

It can be seen in table 36 that the students, who have links recommendation after 

visiting 7 pages, have relatively long navigational paths represented in the total number 

of pages visited column in table 36. Also, the number of recommended pages starts to 

decrease. 

 

4.5.6. Page Recommendations after visiting 8 pages 

Table 37 shows details about students who had recommendation links after visiting 8 

initial pages. The numbers of links recommended to each student and the percentage of 

actually visited links from the recommended ones are listed in the table. A list of page 

IDs recommended to each student after visiting 8 pages is shown in appendix H. 
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Table 37: Page Recommendation after Visiting 8 Pages 

Student ID Cluster ID Total number of 

pages visited 

Number of  

recommended pages 

Actually 

visited % 

Not 

visited % 

11 2 10 3 67% 33% 

12 2 35 2 50% 50% 

21 2 16 2 50% 50% 

34 2 13 2 0% 100% 

40 2 40 2 50% 50% 

43 2 21 1 0% 100% 

   Average 36% 64% 

 

It can be noticed from table 37 that all students who had links recommendation after 8 

page visited belong to cluster 2. Also it can be noticed, that the number of 

recommended pages decreased, this is normal since it is hard to discover frequent 

patterns of long length to be used in the recommender engine. 

 

4.5.7. Page Recommendations after visiting 9 pages 

Table 38 shows details about students who had recommendation links after visiting 9 

initial pages. The numbers of links recommended to each student and the percentage of 

actually visited links from the recommended ones are listed in the table.  

 

Table 38: Page Recommendation after Visiting 9 Pages 

Student ID Cluster ID Total number of 

pages visited 

Number of 

recommended pages 

Actually 

visited % 

Not 

visited % 

11 2 10 1 0% 100% 

21 2 16 1 0% 100% 

   Average 0% 100% 

 

In this experiment, only two students have recommended links, and that is logical. 

These two students navigated through 9 pages which are discovered to be a frequent 
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pattern in cluster 2. Student with ID=11 in table38, has total 10 pages visited, 9 of them 

are recommended by the proposed technique and visited by that student. 
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5. Conclusions and Future Work 

5.1.  Conclusions  

In this thesis we proposed links recommendation technique and tested it against a set of 

data obtained from an experiment applied at the faculty. The proposed technique proved 

that using clustering can help in generating recommendations to students with higher 

confidence since we reduced the domain. In addition, it proved that applying 

association rule mining on data obtained from log files can aid in generating topic 

related recommendations to students. The experiments conducted in this thesis, proved 

that the more clicks the higher the confidence of recommended links generated.   

 

5.2. Future Work 

Further research may concentrate on applying different similarity measures within 

clustering techniques to find more similar groups of students such as applying Jaccard 

measure of similarity. In addition, a comparison between the results obtained from 

introducing the Generalized Sequential Pattern (GSP) algorithm with the same data and 

the results of the Apriori algorithm applied in this thesis will be conducted. 

The proposed technique will be used to find related chapters by eliminating already 

available structured links. In addition, further research will be conducted on the ability 

to restructure index pages of a website based on students’ usage in different periods of 

time (temporal clustering). 
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Appendix A: List of Pages 

Page ID Page Title 

1 Reading documentation 

2 Garbage collection 

3 Math methods 

4 Overloading 

5 More printing 

6 Formal and natural languages 

7 What is a programming language 

8 What is a program 

9 What is debugging 

10 Nested conditionals 

11 The Node class 

12 The first program 

13 Converting from double to int 

14 Assignment 

15 Variables 

16 Printing variables 

17 Keywords 

18 Operators 

19 Copying arrays 

20 Order of operations 

21 Operators for Strings 

22 The while statement 

23 Composition 

24 Local variables 

25 Constructors 

26 Inheritance 

27 Rectangles 

28 null 

29 Boolean expressions 

30 Two-dimensional tables 

31 Methods 

32 Fill-in methods 

33 Sorting 

34 Creating a new object 

35 Incremental development vs. planning 

36 Hash Functions 

37 Composition 

38 Abstract class 

39 Shuffling 

40 Veneer 

41 Encapsulation and generalization 

42 Shuffling and dealing 

43 Subdecks 
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44 Decks and subdecks 

45 Searching 

46 The printDeck method 

47 Accessing elements 

48 Modifiers 

49 Merge sort 

50 Abstract data types 

51 Type conversion 

52 Invoking methods on a Graphics object 

53 The return statement 

54 A tree node 

55 Circular buffer 

56 Boolean methods 

57 Invoking methods on a Graphics object 

58 What's interesting 

59 Length 

60 Counting 

61 Looping and counting 

62 Run-time errors 

63 Another function on Complex numbers 

64 Arrays of cards 

65 The fundamental ambiguity theorem 

66 Statistics 

67 Floating point 

68 Adding new methods 

69 Classes and methods 

70 Programs with multiple methods 

71 Methods with results 

72 The modulus operator 

73 Conditional execution 

74 Alternative execution 

75 Chained conditionals 

76 Slates and Graphics objects 

77 A lame Mickey Mouse 

78 Other drawing commands 

79 Recursion 

80 A fractal Mickey Mouse 

81 Stack diagrams for recursive methods 

82 Convention and divine law 

83 Invoking methods on objects 

84 Traversal 

85 The indexOf method 

86 Increment and decrement operators 

87 Character arithmetic 

88 Pure functions 

89 Encapsulation 

90 Programming languages and styles 

91 The LinkedList class 

92 Wrappers and helpers 

93 Invariants 
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94 The Stack ADT 

95 The Java Stack Object 

96 The Heap 

97 Wrapper classes 

98 Creating wrapper objects 

99 Creating more wrapper objects 

100 Getting the values out 

101 Useful methods in the wrapper classes 

102 The List abstract class 

103 Object and class methods 

104 The current object 

105 Complex numbers 

106 A modifier 

107 Return values 

108 Program development 

109 Composition 

110 Packages 

111 Multiple assignment 

112 Drawable rectangles 

113 Iteration 

114 Tables 

115 The class hierarchy 

116 Object-oriented design 

117 References in objects 

118 Array length 

119 More encapsulation 

120 More generalization 

121 for loops 

122 Lists as collections 

123 Class definitions and object types 

124 Hash table implementation 

125 Resizing a hash table 

126 Strings are immutable 

127 Arrays and objects 

128 Strings are incomparable 

129 Leap of faith 

130 Point objects 

131 Instance variables 

132 Objects as parameters 

133 Objects as return types 

134 Objects are mutable 

135 Aliasing 

136 Objects and primitives 

137 Performance of resizing 

138 Time 

139 More constructors 

140 Printing an object 

141 Operations on objects 

142 Which is best? 

143 Generalization 

A
ll 

R
ig

ht
s 

R
es

er
ve

d 
- 

L
ib

ra
ry

 o
f 

U
ni

ve
rs

ity
 o

f 
Jo

rd
an

 -
 C

en
te

r 
 o

f 
T

he
si

s 
D

ep
os

it



66 
 

 
 

144 Algorithms 

145 The queue ADT 

146 The Golfer class 

147 Linked Queue 

148 Random numbers 

149 Array of random numbers 

150 Many buckets 

151 A single-pass solution 

152 Card objects 

153 The printCard method 

154 The sameCard method 

155 The compareCard method 

156 Logical operators 

157 More recursion 

158 One more example 

159 The toString method 

160 The equals method 

161 Invoking one object method from another 

162 Oddities and errors 

163 Lists and recursion 

164 Infinite lists 

165 Object methods for nodes 

166 Modifying lists 

167 Parsing 

168 Implementing ADTs 

169 Array implementation of the Stack ADT 

170 Resizing arrays 

171 Priority queue 

172 Array implementation of Priority Queue 

173 A Priority Queue client 

174 Building trees 

175 Traversing trees 

176 Expression trees 

177 Traversal 

178 Defining an abstract class 

179 Implementing an abstract class 

180 Array implementation of trees 

181 The Vector class 

182 The Iterator class 

183 Performance analysis 

184 Analysis of mergesort 

185 Overhead 

186 Priority Queue implementations 

187 Definition of a Heap 

188 Heap remove 

189 Heap insert 

190 Performance of heaps 

191 Heapsort 

192 Arrays, Vectors and Tables 

193 The Table ADT 
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194 The built-in Hashtable 

195 A Vector implementation 
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Appendix B: Sample of Student/Page Visit Matrix 

UID p1 p2 p3 p4 p5 p6 p7 p8 p9 p10 p11 p12 p13 p14 p15 p16 

10001 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 

10002 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

10003 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

10004 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 1 

10005 0 0 1 1 0 0 1 1 1 1 0 1 1 0 1 0 

10006 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 

10007 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 

10008 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 

10009 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

10010 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 

10011 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

10012 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

10013 0 0 0 0 0 0 1 0 1 0 0 0 0 0 0 0 

10014 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 

10015 0 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0 

10016 0 0 1 0 0 0 0 1 0 1 0 0 0 0 0 0 

10017 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 

10018 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 

10019 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

10020 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 

10021 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

10022 0 0 0 1 1 1 1 1 1 0 0 1 0 1 1 1 

10023 0 0 0 1 0 0 1 0 0 1 0 0 0 0 0 0 

10024 0 0 0 0 1 1 1 1 1 0 0 1 0 1 1 1 

10025 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 

10026 0 0 0 0 0 0 0 0 1 0 0 0 0 1 0 0 

10027 0 0 0 0 1 0 0 0 1 1 1 1 1 1 1 0 

10028 0 0 0 0 1 1 1 1 1 0 0 1 0 0 0 0 

10029 0 0 0 0 1 0 0 0 0 0 0 0 0 1 1 1 

10030 0 0 1 0 1 0 1 0 0 1 0 0 1 1 1 1 

10031 0 0 0 0 0 0 0 0 1 0 0 1 0 0 0 0 

10032 0 0 0 0 0 0 1 0 1 0 0 0 1 0 1 0 

10033 1 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 

10034 0 0 0 1 1 0 1 0 0 0 0 0 0 1 0 0 

10035 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 

10036 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

10037 0 0 1 0 1 1 0 1 1 0 0 1 1 1 1 1 

10038 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

10039 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

10040 1 0 0 0 0 0 1 1 1 0 0 1 0 0 0 0 

10041 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

10042 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 

10043 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 

10044 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

10045 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

10046 0 0 0 1 1 0 0 0 0 0 0 0 1 0 0 0 

10047 0 0 1 0 1 1 1 1 1 0 0 1 1 1 1 1 

10048 0 0 0 0 1 0 0 0 0 0 1 0 0 0 1 0 

10049 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
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10050 0 0 0 0 0 0 0 0 1 0 0 0 0 0 1 0 

10051 0 0 1 1 0 0 0 0 0 1 0 0 1 0 0 0 

10052 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

10053 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

10054 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

10055 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 

10056 0 0 0 0 0 0 1 1 1 0 0 0 0 0 0 0 

10057 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 

10058 1 0 0 0 1 0 0 0 0 1 1 0 0 0 0 0 

10059 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

10060 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 0 

10061 0 0 0 0 0 0 1 1 1 0 0 0 0 0 0 0 

10062 0 0 0 0 0 1 0 0 0 0 0 0 1 1 1 1 

10063 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

10064 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

10065 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 

10066 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 

10067 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

10068 0 0 1 1 0 0 0 0 1 0 0 0 0 0 1 0 

10069 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 

10070 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 0 

10071 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

10072 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 1 

10073 0 0 0 0 1 1 1 0 0 0 1 1 0 1 1 1 

10074 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 

10075 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 

10076 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 

10077 0 0 1 0 1 1 1 1 1 1 0 1 1 1 1 1 

10078 1 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 

10079 1 1 1 0 1 1 1 1 1 1 0 1 1 1 1 1 

10080 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

10081 1 0 1 1 1 1 1 0 0 1 0 0 1 1 1 1 

10082 0 0 0 0 0 0 1 1 1 0 0 0 0 0 0 0 

10083 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

10084 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

10085 0 0 0 0 1 1 1 1 1 0 0 1 0 1 1 1 

10086 0 0 0 0 1 1 0 0 0 0 0 1 0 1 1 1 

10087 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 

10088 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 

10089 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0 

10090 0 0 1 0 0 1 1 1 1 0 1 1 0 0 1 0 

10091 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 

10092 0 0 1 0 0 0 1 0 0 0 0 1 0 0 0 0 

10093 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

10094 0 0 0 0 1 1 1 1 0 0 1 1 0 1 0 1 

10095 0 0 0 0 1 0 1 1 1 0 0 1 0 0 1 1 

10096 0 0 1 0 0 0 1 0 0 0 0 0 0 1 0 0 

10097 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 

10098 0 0 1 0 0 0 1 0 1 0 0 0 1 0 0 0 

10099 0 0 1 0 1 0 0 0 0 1 0 0 1 1 0 1 
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Appendix C: List of Pages Recommended after 3 Pages Visited 

Student ID Student Path Page ID recommended Confidence 

1 5,15,16 14 92.11% 

1 5,15,16 17 78.95% 

1 5,15,16 23 73.68% 

1 5,15,16 7 71.05% 

1 5,15,16 9 65.79% 

1 5,15,16 6 73.68% 

1 5,15,16 8 60.53% 

1 5,15,16 12 73.68% 

1 5,15,16 18 86.84% 

1 5,15,16 20 68.42% 

1 5,15,16 21 73.68% 

1 5,15,16 13 52.63% 

1 5,15,16 67 65.79% 

1 5,15,16 3 47.37% 

1 5,15,16 68 50.00% 

2 121,149,151 47 87.50% 

2 121,149,151 19 81.25% 

2 121,149,151 127 93.75% 

2 121,149,151 118 93.75% 

2 121,149,151 148 81.25% 

2 121,149,151 60 87.50% 

2 121,149,151 66 68.75% 

2 121,149,151 150 75.00% 

2 121,149,151 152 68.75% 

2 121,149,151 153 68.75% 

3 127,121,148 47 85.71% 

3 127,121,148 19 90.48% 

3 127,121,148 118 95.24% 

3 127,121,148 149 90.48% 

3 127,121,148 60 76.19% 

3 127,121,148 66 71.43% 

3 127,121,148 150 57.14% 

3 127,121,148 151 66.67% 

3 127,121,148 64 52.38% 

6 68,69,70 71 92.86% 

7 3,37,68 69 100.00% 

8 12,9,6 16 60.53% 

8 12,9,6 7 92.11% 

8 12,9,6 8 86.84% 

8 12,9,6 18 63.16% 

8 12,9,6 20 55.26% 

8 12,9,6 21 55.26% 

8 12,9,6 67 57.89% 

8 12,9,6 3 47.37% 

8 12,9,6 23 55.26% 

8 12,9,6 5 84.21% 

8 12,9,6 15 73.68% 

8 12,9,6 14 71.05% 

8 12,9,6 17 52.63% 
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11 7,8,9 16 51.28% 

11 7,8,9 6 82.05% 

11 7,8,9 12 84.62% 

11 7,8,9 18 51.28% 

11 7,8,9 20 46.15% 

11 7,8,9 67 48.72% 

11 7,8,9 5 74.36% 

11 7,8,9 15 69.23% 

11 7,8,9 14 61.54% 

11 7,8,9 17 46.15% 

12 7,8,9 16 51.28% 

12 7,8,9 6 82.05% 

12 7,8,9 12 84.62% 

12 7,8,9 18 51.28% 

12 7,8,9 20 46.15% 

12 7,8,9 67 48.72% 

12 7,8,9 5 74.36% 

12 7,8,9 15 69.23% 

12 7,8,9 14 61.54% 

12 7,8,9 17 46.15% 

13 22,114,30 120 100.00% 

13 22,114,30 41 90.00% 

13 22,114,30 1 90.00% 

13 22,114,30 85 90.00% 

13 22,114,30 87 90.00% 

15 54,174,182 176 100.00% 

17 7,15,67 6 91.67% 

17 7,15,67 14 83.33% 

17 7,15,67 23 83.33% 

17 7,15,67 5 87.50% 

17 7,15,67 16 79.17% 

17 7,15,67 9 87.50% 

17 7,15,67 8 79.17% 

17 7,15,67 12 91.67% 

17 7,15,67 18 83.33% 

17 7,15,67 20 75.00% 

17 7,15,67 13 79.17% 

18 12,5,15 14 88.89% 

18 12,5,15 17 66.67% 

18 12,5,15 23 63.89% 

18 12,5,15 16 77.78% 

18 12,5,15 7 88.89% 

18 12,5,15 9 83.33% 

18 12,5,15 6 83.33% 

18 12,5,15 8 80.56% 

18 12,5,15 18 69.44% 

18 12,5,15 20 66.67% 

18 12,5,15 21 61.11% 

18 12,5,15 13 55.56% 

18 12,5,15 67 61.11% 

18 12,5,15 3 50.00% 

18 12,5,15 68 50.00% 

19 1,85,61 83 81.82% 
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19 1,85,61 86 90.91% 

19 1,85,61 87 81.82% 

20 47,121,66 19 93.75% 

20 47,121,66 127 87.50% 

20 47,121,66 118 87.50% 

20 47,121,66 148 87.50% 

20 47,121,66 149 87.50% 

20 47,121,66 60 87.50% 

20 47,121,66 150 68.75% 

20 47,121,66 151 75.00% 

21 7,12,5 16 73.17% 

21 7,12,5 9 80.49% 

21 7,12,5 6 90.24% 

21 7,12,5 8 78.05% 

21 7,12,5 18 63.41% 

21 7,12,5 20 58.54% 

21 7,12,5 21 56.10% 

21 7,12,5 13 46.34% 

21 7,12,5 67 51.22% 

21 7,12,5 68 43.90% 

21 7,12,5 15 78.05% 

21 7,12,5 14 80.49% 

21 7,12,5 17 63.41% 

21 7,12,5 23 60.98% 

23 72,73,74 68 61.90% 

23 72,73,74 69 80.95% 

23 72,73,74 70 66.67% 

23 72,73,74 71 61.90% 

23 72,73,74 75 85.71% 

23 72,73,74 10 85.71% 

23 72,73,74 53 76.19% 

23 72,73,74 51 71.43% 

23 72,73,74 57 71.43% 

23 72,73,74 52 66.67% 

23 72,73,74 77 66.67% 

23 72,73,74 78 66.67% 

23 72,73,74 79 61.90% 

23 72,73,74 80 66.67% 

23 72,73,74 81 61.90% 

23 72,73,74 107 66.67% 

23 72,73,74 76 66.67% 

24 140,34,132 110 90.00% 

24 140,34,132 131 90.00% 

24 140,34,132 134 90.00% 

24 140,34,132 135 90.00% 

24 140,34,132 138 90.00% 

24 140,34,132 25 90.00% 

24 140,34,132 88 90.00% 

24 140,34,132 58 90.00% 

27 47,19,121 127 88.46% 

27 47,19,121 118 80.77% 

27 47,19,121 148 65.38% 

27 47,19,121 149 73.08% 
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27 47,19,121 60 57.69% 

27 47,19,121 66 57.69% 

27 47,19,121 150 46.15% 

27 47,19,121 151 50.00% 

27 47,19,121 152 46.15% 

27 47,19,121 153 46.15% 

27 47,19,121 64 42.31% 

28 72,57,77 73 92.86% 

28 72,57,77 75 100.00% 

28 72,57,77 10 92.86% 

28 72,57,77 53 100.00% 

28 72,57,77 52 92.86% 

28 72,57,77 78 92.86% 

28 72,57,77 80 92.86% 

28 72,57,77 81 100.00% 

28 72,57,77 107 92.86% 

28 72,57,77 76 92.86% 

29 19,121,127 47 92.00% 

29 19,121,127 118 88.00% 

29 19,121,127 148 76.00% 

29 19,121,127 149 84.00% 

29 19,121,127 60 60.00% 

29 19,121,127 66 60.00% 

29 19,121,127 150 48.00% 

29 19,121,127 151 56.00% 

29 19,121,127 152 44.00% 

29 19,121,127 64 44.00% 

30 47,19,121 127 88.46% 

30 47,19,121 118 80.77% 

30 47,19,121 148 65.38% 

30 47,19,121 149 73.08% 

30 47,19,121 60 57.69% 

30 47,19,121 66 57.69% 

30 47,19,121 150 46.15% 

30 47,19,121 151 50.00% 

30 47,19,121 152 46.15% 

30 47,19,121 153 46.15% 

30 47,19,121 64 42.31% 

31 54,174,175 176 92.86% 

31 54,174,175 180 78.57% 

31 54,174,175 177 92.86% 

31 54,174,175 178 78.57% 

32 54,174,175 176 92.86% 

32 54,174,175 180 78.57% 

32 54,174,175 177 92.86% 

32 54,174,175 178 78.57% 

33 174,176,177 54 92.31% 

33 174,176,177 180 84.62% 

33 174,176,177 175 100.00% 

33 174,176,177 178 84.62% 

34 7,5,15 14 87.88% 

34 7,5,15 17 66.67% 

34 7,5,15 23 66.67% 
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34 7,5,15 16 81.82% 

34 7,5,15 9 84.85% 

34 7,5,15 6 84.85% 

34 7,5,15 8 81.82% 

34 7,5,15 12 96.97% 

34 7,5,15 18 72.73% 

34 7,5,15 20 69.70% 

34 7,5,15 21 66.67% 

34 7,5,15 13 54.55% 

34 7,5,15 67 63.64% 

35 3,37,68 69 100.00% 

37 3,37,69 68 82.35% 

37 3,37,69 71 76.47% 

37 3,37,69 74 76.47% 

37 3,37,69 75 76.47% 

37 3,37,69 53 76.47% 

38 73,74,75 80 61.90% 

38 73,74,75 37 61.90% 

38 73,74,75 68 61.90% 

38 73,74,75 69 80.95% 

38 73,74,75 70 61.90% 

38 73,74,75 51 80.95% 

38 73,74,75 57 76.19% 

38 73,74,75 52 71.43% 

38 73,74,75 77 71.43% 

38 73,74,75 78 76.19% 

38 73,74,75 79 66.67% 

38 73,74,75 81 61.90% 

38 73,74,75 107 61.90% 

38 73,74,75 4 61.90% 

38 73,74,75 76 76.19% 

38 73,74,75 72 85.71% 

38 73,74,75 10 90.48% 

38 73,74,75 53 80.95% 

40 7,8,9 16 51.28% 

40 7,8,9 6 82.05% 

40 7,8,9 12 84.62% 

40 7,8,9 18 51.28% 

40 7,8,9 20 46.15% 

40 7,8,9 67 48.72% 

40 7,8,9 5 74.36% 

40 7,8,9 15 69.23% 

40 7,8,9 14 61.54% 

40 7,8,9 17 46.15% 

41 22,114,41 120 100.00% 

41 22,114,41 119 90.00% 

41 22,114,41 30 90.00% 

41 22,114,41 85 100.00% 

41 22,114,41 87 90.00% 

43 15,14,16 17 82.05% 

43 15,14,16 23 79.49% 

43 15,14,16 5 89.74% 

43 15,14,16 7 64.10% 
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43 15,14,16 9 58.97% 

43 15,14,16 6 74.36% 

43 15,14,16 8 53.85% 

43 15,14,16 12 66.67% 

43 15,14,16 18 84.62% 

43 15,14,16 20 66.67% 

43 15,14,16 21 71.79% 

43 15,14,16 13 56.41% 

43 15,14,16 67 66.67% 

43 15,14,16 3 46.15% 

43 15,14,16 68 48.72% 
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Appendix D: List of Pages Recommended after 4 Pages Visited 

Student ID Student Path Page ID recommended Confidence 

1 5,15,16,17 14 100.00% 

1 5,15,16,17 23 80.00% 

1 5,15,16,17 7 70.00% 

1 5,15,16,17 9 66.67% 

1 5,15,16,17 6 80.00% 

1 5,15,16,17 8 63.33% 

1 5,15,16,17 12 73.33% 

1 5,15,16,17 18 93.33% 

1 5,15,16,17 20 76.67% 

1 5,15,16,17 21 76.67% 

1 5,15,16,17 67 66.67% 

2 121,149,151,150 47 91.67% 

2 121,149,151,150 19 91.67% 

2 121,149,151,150 127 100.00% 

2 121,149,151,150 118 91.67% 

2 121,149,151,150 148 91.67% 

2 121,149,151,150 60 100.00% 

3 127,121,148,66 47 93.33% 

3 127,121,148,66 19 100.00% 

3 127,121,148,66 118 93.33% 

3 127,121,148,66 149 93.33% 

3 127,121,148,66 60 80.00% 

3 127,121,148,66 151 73.33% 

8 12,9,6,17 15 90.00% 

8 12,9,6,17 14 100.00% 

8 12,9,6,17 5 100.00% 

8 12,9,6,17 16 100.00% 

8 12,9,6,17 7 95.00% 

8 12,9,6,17 8 90.00% 

8 12,9,6,17 18 95.00% 

8 12,9,6,17 20 90.00% 

11 7,8,9,6 5 84.38% 

11 7,8,9,6 16 59.38% 

11 7,8,9,6 12 96.88% 

11 7,8,9,6 18 62.50% 

11 7,8,9,6 20 56.25% 

11 7,8,9,6 67 59.38% 

11 7,8,9,6 15 78.13% 

11 7,8,9,6 14 71.88% 

12 7,8,9,6 5 84.38% 

12 7,8,9,6 16 59.38% 

12 7,8,9,6 12 96.88% 

12 7,8,9,6 18 62.50% 

12 7,8,9,6 20 56.25% 

12 7,8,9,6 67 59.38% 

12 7,8,9,6 15 78.13% 

12 7,8,9,6 14 71.88% 

13 22,114,30,41 87 100.00% 

13 22,114,30,41 85 100.00% 
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13 22,114,30,41 120 100.00% 

18 12,5,15,14 17 75.00% 

18 12,5,15,14 23 71.88% 

18 12,5,15,14 16 78.13% 

18 12,5,15,14 7 87.50% 

18 12,5,15,14 9 84.38% 

18 12,5,15,14 6 87.50% 

18 12,5,15,14 8 81.25% 

18 12,5,15,14 18 75.00% 

18 12,5,15,14 20 75.00% 

18 12,5,15,14 21 65.63% 

18 12,5,15,14 13 62.50% 

18 12,5,15,14 67 65.63% 

18 12,5,15,14 3 56.25% 

19 1,85,61,86 87 90.00% 

20 47,121,66,60 19 92.86% 

20 47,121,66,60 127 85.71% 

20 47,121,66,60 118 85.71% 

20 47,121,66,60 148 85.71% 

20 47,121,66,60 149 85.71% 

20 47,121,66,60 150 78.57% 

20 47,121,66,60 151 78.57% 

21 7,12,5,15 14 87.50% 

21 7,12,5,15 17 65.63% 

21 7,12,5,15 23 65.63% 

21 7,12,5,15 16 81.25% 

21 7,12,5,15 9 87.50% 

21 7,12,5,15 6 87.50% 

21 7,12,5,15 8 84.38% 

21 7,12,5,15 18 71.88% 

21 7,12,5,15 20 68.75% 

21 7,12,5,15 21 65.63% 

21 7,12,5,15 67 62.50% 

23 72,73,74,75 69 83.33% 

23 72,73,74,75 70 72.22% 

23 72,73,74,75 10 88.89% 

23 72,73,74,75 53 88.89% 

23 72,73,74,75 51 77.78% 

23 72,73,74,75 57 83.33% 

23 72,73,74,75 52 72.22% 

23 72,73,74,75 78 72.22% 

23 72,73,74,75 81 72.22% 

23 72,73,74,75 107 72.22% 

23 72,73,74,75 76 72.22% 

27 47,19,121,118 127 95.24% 

27 47,19,121,118 148 76.19% 

27 47,19,121,118 149 85.71% 

27 47,19,121,118 60 61.90% 

27 47,19,121,118 66 61.90% 

27 47,19,121,118 151 57.14% 

28 72,57,77,78 75 100.00% 

28 72,57,77,78 10 100.00% 

28 72,57,77,78 53 100.00% 
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28 72,57,77,78 52 100.00% 

28 72,57,77,78 81 100.00% 

29 19,121,127,148 47 89.47% 

29 19,121,127,148 118 94.74% 

29 19,121,127,148 149 94.74% 

29 19,121,127,148 60 78.95% 

29 19,121,127,148 66 78.95% 

29 19,121,127,148 150 63.16% 

29 19,121,127,148 151 68.42% 

30 47,19,121,127 118 86.96% 

30 47,19,121,127 148 73.91% 

30 47,19,121,127 149 82.61% 

30 47,19,121,127 60 60.87% 

30 47,19,121,127 66 60.87% 

30 47,19,121,127 150 47.83% 

30 47,19,121,127 151 56.52% 

30 47,19,121,127 152 47.83% 

32 54,174,175,176 177 92.31% 

34 7,5,15,14 17 75.86% 

34 7,5,15,14 23 75.86% 

34 7,5,15,14 16 82.76% 

34 7,5,15,14 9 86.21% 

34 7,5,15,14 6 89.66% 

34 7,5,15,14 8 82.76% 

34 7,5,15,14 12 96.55% 

34 7,5,15,14 18 79.31% 

34 7,5,15,14 20 79.31% 

34 7,5,15,14 21 72.41% 

34 7,5,15,14 13 62.07% 

34 7,5,15,14 67 68.97% 

38 73,74,75,10 68 68.42% 

38 73,74,75,10 69 78.95% 

38 73,74,75,10 72 84.21% 

38 73,74,75,10 53 84.21% 

38 73,74,75,10 51 89.47% 

38 73,74,75,10 57 78.95% 

38 73,74,75,10 52 78.95% 

38 73,74,75,10 77 68.42% 

38 73,74,75,10 78 78.95% 

38 73,74,75,10 79 68.42% 

38 73,74,75,10 76 78.95% 

40 7,8,9,6 5 84.38% 

40 7,8,9,6 16 59.38% 

40 7,8,9,6 12 96.88% 

40 7,8,9,6 18 62.50% 

40 7,8,9,6 20 56.25% 

40 7,8,9,6 67 59.38% 

40 7,8,9,6 15 78.13% 

40 7,8,9,6 14 71.88% 

43 15,14,16,17 23 81.25% 

43 15,14,16,17 5 93.75% 

43 15,14,16,17 7 65.63% 

43 15,14,16,17 9 62.50% 
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43 15,14,16,17 6 78.13% 

43 15,14,16,17 8 59.38% 

43 15,14,16,17 12 71.88% 

43 15,14,16,17 18 90.63% 

43 15,14,16,17 20 71.88% 

43 15,14,16,17 21 75.00% 

43 15,14,16,17 13 59.38% 

43 15,14,16,17 67 68.75% 
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Appendix E: List of Pages Recommended after 5 Pages Visited 

Student ID Student Path Page ID recommended Confidence 

1 5,15,16,17,18 23 82.14% 

1 5,15,16,17,18 7 71.43% 

1 5,15,16,17,18 9 67.86% 

1 5,15,16,17,18 6 78.57% 

1 5,15,16,17,18 8 64.29% 

1 5,15,16,17,18 12 71.43% 

1 5,15,16,17,18 20 78.57% 

1 5,15,16,17,18 21 78.57% 

1 5,15,16,17,18 67 67.86% 

1 5,15,16,17,18 14 100.00% 

3 127,121,148,66,60 47 100.00% 

3 127,121,148,66,60 19 100.00% 

3 127,121,148,66,60 118 91.67% 

3 127,121,148,66,60 149 91.67% 

8 12,9,6,17,18 14 100.00% 

8 12,9,6,17,18 5 100.00% 

8 12,9,6,17,18 16 100.00% 

8 12,9,6,17,18 7 94.74% 

11 7,8,9,6,12 15 80.65% 

11 7,8,9,6,12 14 74.19% 

11 7,8,9,6,12 5 87.10% 

11 7,8,9,6,12 16 61.29% 

11 7,8,9,6,12 18 64.52% 

11 7,8,9,6,12 20 58.06% 

11 7,8,9,6,12 67 61.29% 

12 7,8,9,6,12 15 80.65% 

12 7,8,9,6,12 14 74.19% 

12 7,8,9,6,12 5 87.10% 

12 7,8,9,6,12 16 61.29% 

12 7,8,9,6,12 18 64.52% 

12 7,8,9,6,12 20 58.06% 

12 7,8,9,6,12 67 61.29% 

18 12,5,15,14,16 7 92.00% 

18 12,5,15,14,16 9 84.00% 

18 12,5,15,14,16 6 96.00% 

18 12,5,15,14,16 8 80.00% 

18 12,5,15,14,16 18 88.00% 

18 12,5,15,14,16 20 92.00% 

18 12,5,15,14,16 21 84.00% 

18 12,5,15,14,16 67 72.00% 

18 12,5,15,14,16 17 88.00% 

18 12,5,15,14,16 23 80.00% 

21 7,12,5,15,14 16 82.14% 

21 7,12,5,15,14 9 89.29% 

21 7,12,5,15,14 6 92.86% 

21 7,12,5,15,14 8 85.71% 

21 7,12,5,15,14 18 78.57% 

21 7,12,5,15,14 20 78.57% 

21 7,12,5,15,14 21 71.43% 
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21 7,12,5,15,14 67 67.86% 

21 7,12,5,15,14 17 75.00% 

21 7,12,5,15,14 23 75.00% 

23 72,73,74,75,10 69 81.25% 

23 72,73,74,75,10 53 93.75% 

23 72,73,74,75,10 51 87.50% 

23 72,73,74,75,10 57 87.50% 

23 72,73,74,75,10 52 81.25% 

27 47,19,121,118,60 127 100.00% 

27 47,19,121,118,60 148 100.00% 

27 47,19,121,118,60 149 100.00% 

27 47,19,121,118,60 66 84.62% 

29 19,121,127,148,60 47 93.33% 

29 19,121,127,148,60 118 93.33% 

29 19,121,127,148,60 149 93.33% 

29 19,121,127,148,60 66 80.00% 

29 19,121,127,148,60 150 80.00% 

29 19,121,127,148,60 151 80.00% 

30 47,19,121,127,149 118 94.74% 

30 47,19,121,127,149 148 84.21% 

30 47,19,121,127,149 60 68.42% 

30 47,19,121,127,149 66 68.42% 

30 47,19,121,127,149 151 63.16% 

34 7,5,15,14,16 9 83.33% 

34 7,5,15,14,16 6 91.67% 

34 7,5,15,14,16 8 79.17% 

34 7,5,15,14,16 12 95.83% 

34 7,5,15,14,16 18 91.67% 

34 7,5,15,14,16 20 95.83% 

34 7,5,15,14,16 21 87.50% 

34 7,5,15,14,16 67 75.00% 

34 7,5,15,14,16 17 87.50% 

34 7,5,15,14,16 23 83.33% 

38 73,74,75,10,51 69 76.47% 

38 73,74,75,10,51 72 82.35% 

38 73,74,75,10,51 53 82.35% 

38 73,74,75,10,51 57 82.35% 

38 73,74,75,10,51 52 88.24% 

38 73,74,75,10,51 77 76.47% 

38 73,74,75,10,51 78 82.35% 

38 73,74,75,10,51 76 88.24% 

40 7,8,9,6,5 15 85.19% 

40 7,8,9,6,5 14 85.19% 

40 7,8,9,6,5 16 70.37% 

40 7,8,9,6,5 12 100.00% 

40 7,8,9,6,5 18 70.37% 

40 7,8,9,6,5 20 66.67% 

43 15,14,16,17,18 23 82.76% 

43 15,14,16,17,18 5 96.55% 

43 15,14,16,17,18 7 68.97% 

43 15,14,16,17,18 9 65.52% 

43 15,14,16,17,18 6 79.31% 

43 15,14,16,17,18 8 62.07% 
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43 15,14,16,17,18 12 68.97% 

43 15,14,16,17,18 20 75.86% 

43 15,14,16,17,18 21 79.31% 

43 15,14,16,17,18 67 68.97% 
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Appendix F: List of Pages Recommended after 6 Pages Visited 

Student ID Student Path Page ID recommended Confidence 

1 5,15,16,17,18,21 14 100.00% 

1 5,15,16,17,18,21 23 90.91% 

1 5,15,16,17,18,21 6 86.36% 

1 5,15,16,17,18,21 20 90.91% 

11 7,8,9,6,12,5 15 85.19% 

11 7,8,9,6,12,5 14 85.19% 

11 7,8,9,6,12,5 16 70.37% 

11 7,8,9,6,12,5 18 70.37% 

11 7,8,9,6,12,5 20 66.67% 

12 7,8,9,6,12,15 14 88.00% 

12 7,8,9,6,12,15 5 92.00% 

12 7,8,9,6,12,15 16 72.00% 

12 7,8,9,6,12,15 18 76.00% 

12 7,8,9,6,12,15 20 72.00% 

12 7,8,9,6,12,15 67 72.00% 

21 7,12,5,15,14,16 17 86.96% 

21 7,12,5,15,14,16 23 82.61% 

21 7,12,5,15,14,16 9 86.96% 

21 7,12,5,15,14,16 6 95.65% 

21 7,12,5,15,14,16 8 82.61% 

21 7,12,5,15,14,16 18 91.30% 

21 7,12,5,15,14,16 20 95.65% 

21 7,12,5,15,14,16 21 86.96% 

23 72,73,74,75,10,53 51 86.67% 

23 72,73,74,75,10,53 57 86.67% 

23 72,73,74,75,10,53 52 86.67% 

29 19,121,127,148,60,151 47 91.67% 

29 19,121,127,148,60,151 118 91.67% 

29 19,121,127,148,60,151 149 91.67% 

29 19,121,127,148,60,151 150 100.00% 

30 47,19,121,127,149,151 118 100.00% 

30 47,19,121,127,149,151 148 91.67% 

34 7,5,15,14,16,17 6 90.48% 

34 7,5,15,14,16,17 12 95.24% 

34 7,5,15,14,16,17 18 95.24% 

34 7,5,15,14,16,17 20 95.24% 

34 7,5,15,14,16,17 21 85.71% 

38 73,74,75,10,51,76 57 86.67% 

38 73,74,75,10,51,76 52 86.67% 

40 7,8,9,6,5,15 14 95.65% 

40 7,8,9,6,5,15 16 78.26% 

40 7,8,9,6,5,15 12 100.00% 

40 7,8,9,6,5,15 18 78.26% 

40 7,8,9,6,5,15 20 78.26% 

43 15,14,16,17,18,20 23 86.36% 

43 15,14,16,17,18,20 5 100.00% 

43 15,14,16,17,18,20 7 86.36% 

43 15,14,16,17,18,20 9 81.82% 

43 15,14,16,17,18,20 6 86.36% 
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43 15,14,16,17,18,20 12 86.36% 

43 15,14,16,17,18,20 21 90.91% 
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Appendix G: List of Pages Recommended after 7 Pages Visited 

Student ID Student Path Page ID recommended Confidence 

1 5,15,16,17,18,21,23 14 100.00% 

1 5,15,16,17,18,21,23 20 90.00% 

11 7,8,9,6,12,5,15 14 95.65% 

11 7,8,9,6,12,5,15 16 78.26% 

11 7,8,9,6,12,5,15 18 78.26% 

11 7,8,9,6,12,5,15 20 78.26% 

12 7,8,9,6,12,15,14 5 100.00% 

12 7,8,9,6,12,15,14 16 81.82% 

12 7,8,9,6,12,15,14 18 81.82% 

12 7,8,9,6,12,15,14 20 81.82% 

21 7,12,5,15,14,16,17 6 95.00% 

21 7,12,5,15,14,16,17 18 95.00% 

21 7,12,5,15,14,16,17 20 95.00% 

23 72,73,74,75,10,53,51 52 100.00% 

34 7,5,15,14,16,17,18 6 90.00% 

34 7,5,15,14,16,17,18 12 95.00% 

34 7,5,15,14,16,17,18 20 95.00% 

40 7,8,9,6,5,15,14 16 81.82% 

40 7,8,9,6,5,15,14 12 100.00% 

40 7,8,9,6,5,15,14 18 81.82% 

40 7,8,9,6,5,15,14 20 81.82% 

43 15,14,16,17,18,20,21 23 90.00% 

43 15,14,16,17,18,20,21 5 100.00% 
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Appendix H: List of Pages Recommended after 8 Pages Visited 

Student ID Student Path Page ID recommended Confidence 

11 7,8,9,6,12,5,15,14 16 81.82% 

11 7,8,9,6,12,5,15,14 18 81.82% 

11 7,8,9,6,12,5,15,14 20 81.82% 

12 7,8,9,6,12,15,14,16 5 100.00% 

12 7,8,9,6,12,15,14,16 20 100.00% 

21 7,12,5,15,14,16,17,18 6 94.74% 

21 7,12,5,15,14,16,17,18 20 94.74% 

34 7,5,15,14,16,17,18,20 6 94.74% 

34 7,5,15,14,16,17,18,20 12 94.74% 

40 7,8,9,6,5,15,14,16 12 100.00% 

40 7,8,9,6,5,15,14,16 20 100.00% 

43 15,14,16,17,18,20,21,23 5 100.00% 

11 7,8,9,6,12,5,15,14 16 81.82% 
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 انًرألهًحإكرشاف ًَطيح الاسرخذاو ٔالرزاح انزٔاتظ انًلائًح في انٓاتيزييذيا انرعهيًيح 

 

 
 اعذاد

 ريى عهي يذًذ انمعذاٌ انفايش

 

 

 انًشزف

عًار انذُيطي انذكرٕر  

 

 

 يهخص

 

عهى انًٕجٕدج يعظى انُظى انرعهيًيح انذانيح  .ىيهرعهن انًُرشزج ٔ انًفضهحٕسائم ان اكثز ٔادذ يٍ الاَرزَد أصثخ

عذو  .سياراذٓى انساتمح نٓذِ الاَظًحنجًيع انطلاب تغض انُظز عٍ  انزٔاتظَفس ذطزح  شالذشثكح الإَرزَد لا 

 ٔالاسرفادج يٍ  عهى انًشاركح ىسٕف ذذذ يٍ لذرذٓ ذصفذٓى اَظًح انٕيةٔجٕد ذٕجيٓاخ يخصصح نهطلاب أثُاء 

  .صفذاخ انٓايثزييذياانًٕاد انًُشٕرج في انٕسائظ 

 انًرعذدجيع انٕسائظ  انساتكانٓذف يٍ ْذِ الأطزٔدح ْٕ الاسرفادج يٍ اسرخذاو انثياَاخ انُاذجح عٍ ذفاعم انطلاب 

سرخذو ْذِ الأًَاط نرخصيص ذ .ْذِ انثياَاخ فيرعهيًيح عثز الإَرزَد يٍ أجم اكرشاف أًَاط يثيزج نلاْرًاو ان

 .تكانسا طانة كمٔفما نرصفخ  صفذاخ انٓايثزييذيا ٔذُظيى

هطلاب اسرُادا نع يضإنًا الرزاداخ يزذثطحمذيى يٍ اجم ذ  يطزح يشيج يٍ طزق انرُمية عٍ انثياَاخْذا انثذث 

يجًٕعح يٍ انطلاب نثياَاخ انُاذجح عٍ ذفاعم اعهى ِ انطزيمح خرثار ْذذى ا .هطلاب الآخزيٍانرصفخ انساتك ن عهى

 رٔاتظ الرزاحانمذرج عهى  انذيٓ ّانًمرزد انطزيمحكشفد انرجارب أٌ ٔ نرعهيى انجافاالاَرزَد يع َظاو ذعهيًي عهى 

   .انذيٍ يرصفذٌٕ انٓايثزييذياهطلاب نع يضاانًٕ يزذثطح
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